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Abstract

Multistage Interconnection Networks (MIN) with
multiple outlets are networks which can support higher
bandwidth than those of nonblocking networks by pass-
ing multiple packets to the same destination.

Fault recovery mechanisms are proposed for one of
such networks TBSF with the best use of its inher-
ent fault tolerant capability. With these mechanisms,
on-the-fly fault recovery is possible for multiple faults
on switching elements. For the link fault, the net-
works are reconfigured after fault location, and the net-
work is available with some performance degradation.
The bandwidth degradation under multiple fault on
link/element is analyzed with theoretical models and
simulation.

1 Introduction

Multistage Interconnection Networks (MIN) with
multiple outlets[12] are networks which can support
higher bandwidth than those of nonblocking networks
by passing multiple packets to the same destination.

The simplest MIN with multiple outlets is called
Multi Banyan Switching Fabrics (MBSF) [8][9][7][6]
which supports multiple independent banyan (omega
networks for traffic distribution. It has been well stud-
ied and load balancing algorithms were proposed as a
circuit switching network or the ATM (Asynchronous
Transfer Mode) packet switching network.

Another simple MIN with multiple network is Ex-
panded Banyan Switching Fabrics (EBSF) or Ex-
panded Delta network which realizes multiple outlets
by expanding the size of network[2][10]. Conflict free
access methods are proposed[2] and the efficiency as
a processor-memory interconnection network of mul-
tiprocessors is demonstrated.

However, from the result of analysis[12], these two
networks support poor bandwidth because of their
simple structures. In the MBSF, multiple networks
are only used independently. In the EBSF, the earlier
stages do not contribute traffic distribution.

Two advanced MIN with multiple outlets called
Tandem Banyan Switching Fabrics (TBSF)[4][3] and
Piled Banyan Switching Fabrics (PBSF) [12] support
much better performance than those of the MBSF and
EBSF[12]. These networks can be efficiently used both
for a processor-memory interconnection network in a
multiprocessor and the ATM packet exchanger of a
telecommunication switching system.

These two networks provide inherent fault tolerant
capability, since they consist of combinations of mul-
tiple MINs. In this paper, a fault recovery mechanism
is attached to the TBSF, and proposed Fault tolerant
TBSF (F-TBSF). Then, the performance degradation
when some elements of the F-TBSF are damaged is
analyzed both with probablistics model and simula-
tion. Simular method can be used for the PBSF with
some modification.

2 The control model and fault model

2.1 The control model

The MIN with multiple outlets are proposed for a
switching system with a simple structure and control.
All packets are inserted into serially (in a few bits par-
allel) synchronized with a common frame clock from
input packet buffers. Each switching element stores
only one bit (or a few bits) of the packet, and the MIN
behaves like a set of shift registers with the switching
capability.

When a conflict occurs, one of the conflicting pack-
ets must be routed to the incorrect direction since
there is no packets buffer in each switching element.
When a packet is routed to the incorrect direction,
the conflict bit in the routing tag is set. The packet
whose conflict bit is set is treated as a dead packet,
and never interferes the other packets. Since this con-
trol/structure enables to use high speed clock and high
density implementation compared with the MIN pro-
viding packets buffers inside every element, it is com-
monly used in the ATM packet switching network, and
sometimes used in a multiprocessor[1][13].

However, the packet conflicts inside the MIN will
severely degrade performance because the conflicting
packets must be inserted again in the next frame. In
this case, the MIN with multiple outlets which can
pass through multiple packets for the same destination
are advantageous.

2.2 The fault model

Like a common MIN, the MIN with multiple outlets
consist of simple 2 X 2 or 4 X 4 switching elements. As
shown in Figure 1, the controller attached to the path
checks the header of the packet, and decides the mode
of the element "straight’ or ’cross’ appropriately by set-
ting the multiplexors. Here, like most of fault model
of the MIN [11][14], following two types of faults:



1. abroken link within the multiplexors and between
the switching units (link fault),

2. and the malfunction of the controller and multi-
plexor (element fault)

are considered. The latter type of fault causes the
stuck of the switching element and misrouting of pack-
ets while the former type causes the loss of packet
which to be routed to the faulty link. Usually, the
area of the controller is larger than other part of the
switching element, the possibility of the element fault
is larger than that of the link fault. In the control
model treated here, the packet is serially transferred.
Thus, the partial damage of the packet [15] is not
treated.
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3 Fault Tolerant Tandem Banyan

Switching Fabrics

3.1 Tandem Banyan Switching Fabrics

Tandem Banyan Switching Fabrics (TBSF)[4][5] is
an advanced MIN with multiple outlets proposed for

the ATM-based packet switching system 1.
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Figure 2: Tandem Banyan Switching Fabrics

As shown in Figure 2, it consists of placing mul-
tiple banyan interconnection networks in series such
that, for each output of each banyan network, there
is a connection feeding to the corresponding memory
module, and a connection feeding the corresponding
input of the following banyan network. At the end of
a banyan network, all those packets which have suc-
ceeded in reaching their desired destination proceed
to the output or memory modules. All the misrouted
packets, after resetting their conflict bit, are fed to the
next banyan network. The interface for the memory
modules provides small packets buffer for each outlet
of the banyan network.

Unlike the MBSF, only misrouted packets are
rerouted in the next banyan network. That is, mul-
tiple banyan networks coordinately work for packet
routing. The bandwidth is expected to be improved,
while the latency is stretched. The 16-input/16-
output TBSF is used in a real multiprocessor, and
the performance is evaluated[13].

3.2 Fault recovery mechanism for the
TBSF

A large number of fault tolerant MINs[16] have
been proposed and discussed. These MINs provide the
extra stages or extra links for fault recovery. However,
since the TBSF consists of multiple MINs, it provides
multiple paths and stages. Although this redundancy
is introduced for performance improvement, the struc-
ture of this MIN can be used for fault recovery.

Element fault For the element fault, the on-the-
fly recovery can be realized with a simple additional
hardware. In the original TBSF, the conflict bit of the
packet is checked at the outlet of each banyan network,
and if the bit is set, the packet is routed to the next
banyan network.

For the fault recovery, the comparator is attached
to the outlet of each banyan network, and the des-
tination address of the packet is compared with the
label of the output link. If the destination address is

1This network was proposed by Tobagi and Kwok firstly in
English 1990(3], but also was proposed independently by us and
OKI Co. Ltd. in 1988 in Japanese paper [4].



not matched to the output label, the packet is routed
to the next banyan network even if the conflict bit
is not set. Using this mechanism, misrouted packets
with element faults are routed to the next banyan net-
work and get an opportunity to be routed correctly.
Of course, the comparator for fault recovery also may
be faulty. To cope with this problem, a packet whose
destination address is matched to the output label but
the conflict bit is set is also routed to the next banyan
network. By using this double check mechanism, the
mis-judged packets with malfunction of the compara-
tor can be saved.

Link fault For the link fault, the on-the-fly fault re-
covery is difficult since packets are lost inside the MIN.
In this case, the switching system is stopped and after
diagnosis, the banyan network including faulty link is
bypassed as shown in Figure 3. For this purpose, by-
passing paths are necessary for each banyan network.
Although this method can avoid the loss of packets,
the bandwidth of the network is much degraded com-
pared with the case of element fault. Since the TBSF
consists of common omega networks, the common di-
agnosis methods[11][14] can be used for the fault lo-
cation.
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Figure 3: Bypassing path

We call the TBSF with both comparator and by-
passing mechanism for fault recovery the Fault toler-

ant TBSF(F-TBSF).

4 Analysis of the throughput under
the fault

Using the recovery hardware, the network can be
available with single or multiple faults. However, in
this case, the network throughput is degraded with
faulty links or elements. Here, probabilistic models
for analysis of the throughput (pass through ratio) of
the F-TBSF with a single fault are proposed.

4.1 Analysis model of the F-TBSF
4.1.1 Analysis model of the fault-free TBSF

First, the state of each switching element is analyzed.
Here, assume that a packet is inserted into an input
of a switching element at a probability . Then, the
probability of the packets conflict is 0.2572 because

the conflict occurs only when packets are inserted from
both inputs, and destinations of them are the same.
When conflict occurs, a misrouted packet becomes a
“dead packet”, and never interfere other packets in the
later stages. That is, these packets can be treated as
being disappeared.

Therefore, when a packet is inserted into an input
of a switching element in the i-th stage at a prob-
ability r;, the probability for the next stage r;y1 is
represented as follows:
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The probability that a packet arrives at the output
of a single banyan network with n stages is represented

as follows:
o= () (-5 (-3 ()
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where 7 is the probability of the input packet for the
MIN (That is, it is corresponding to the traffic load).
Thus, the pass-through ratio of this network is:

pn =" = f(ra). (3)

To

On the TBSF, correctly routed packets are sent for
the destination, and traffic for the next banyan is re-
duced. Assuming that the input traffic for the k& th
banyan network is By, it is represented with the fol-
lowing equations:

By = Bp—1— Br_1f"(Bk-1) (4)

By solving these gradual equations, the pass-
through ratio of the TBSF (PTrgsr) can be repre-
sented as follows:

Prpsp = (in) /B (5)
k=1

where let the number of whole banyan network is
1[12].

4.1.2 Analysis model of the F-TBSF with
faulty elements

A link fault causes the decrease of available banyan
networks (thus, decreases [), and the damage on the
throughput can be easily analyzed with the equation 5.
Here, the throughput degradation caused by a faulty
switching element is focused.



First, an element fault on a simple banyan network
is considered. Assume that an element on the mth
stage is faulty. Usually, the faulty element can not set
the conflict packet even if the conflict occurs at the
element. Thus, the number (thus the pass through
ratio) of packets whose conflict bit is set is decreased
by the faulty element. We refer this pretended pass
through ratio as RA. Misrouted packets caused by
the faulty element are detected at the outlets of the
banyan network, and the real pass through ratio RF
is degraded. The pass through ratio of the misrouted
packet is referred as RM, and thus:

RF = RA-RM. (6)

Calculation of the RA As shown in the Figure 4,
the influence of a faulty element is propagated through
the binary tree path.

Figure 4: Influence of the faulty element

Here, the packet existing probabilities of the input
link on the binary tree path are represented as follows:

o 7;11: The packet existing probability for the in-
put link on which no packet is passing through
the fault-free element is inserted.

e R;.1: The packet existing probability for the in-
put link on which the packet is passing through
the faulty element is inserted at ¢ + 1 stage.

7i+1 is the same as the fault-free case calculated with
the equation 1.

R;4+1 is calculated with the input probability of r;
and R; as shown in Figure 5.

Note that the faulty element on the m stage can not
set the conflict bit, and the pretended pass through
ratio on the stage m is 1, and thus, Ry,41 = 7.

The number of total switching element is 2" ~1, and
the probability that an input of a switching element on
the m + 1 stage may receive the packet which passed

0

the faulty element is represented as _—-. Since the

path on which packets are passing the faulty element
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Figure 5: Consideration of R; 4

forms the binary tree as shown in Figure 4, the proba-
bility that an input of a switching element receives the
packet which passed the faulty element is represented
as follows.
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The pretended pass-through ratio RA is the prob-
ability at the output (stage n + 1), and represented as
follows.
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Calculation of the RM Next, the probability that
misrouted packets caused by the element fault are
transferred output of the banyan network (RM) is cal-
culated.
On the stage m, the probability of misrouting is as
follows:
1 1 T
g1 Xy T g
Since the path where misrouted packets are trans-
ferred forms the binary tree as shown in Figure 4, the
probability that misrouted packets are existing on the
input of the stage m + 1 is as follows:

T 1
" f(Ppy1) X = X2 =

m
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Similarly, on the stage m + 2, the probability be-
comes:

;—:f(rmﬂ)f(rmﬂ) X % X2 = g_:f(rm-i-l)f(rm-i-?)-



RM is the probability on the output of the banyan
network:

RM = Zin”'mf(rm+1)f(7'm+2) e f(Tn_z)f('rn—l)
1 n—1
= 2—n7"m H f(Tj)- (8)
j=m+1

From the equation 6, 7, and 8, the total pass
through ratio of the banyan network in which an ele-
ment on the stage m is faulty (RF') is represented as
follows:
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Like the pass through ratio of fault free TBSF
(equation 5), the RF can be extended to the total
banyan network just by replacing B; with RF.

Fr_rpsr = (RF—FXl:Bk) /Bo (9)

k=2

5 Evaluation of the throughput

Using proposed probabilistic model and computer
simulation, the throughput (pass through ratio) of
faulty F-TBSF/P-TBSF is analyzed.

5.1 F-TBSF

Table 1: Pass-through ratio vs. location of the fault
on the TBSF (64 inputs, load:0.5, 2 banyan networks)

location of | pass-through ratio | ratio

the fault (vs. no fault)
no fault 0.88050 1.00000
stage 0 0.87660 0.99557
stage 1 0.87666 0.99564
stage 2 0.87671 0.99570
stage 3 0.87675 0.99574
stage 4 0.87678 0.99578
stage 5 0.87681 0.99581

Single element fault Table 1 shows the relation-
ship between the pass-through ratio and the location
of the faulty element (64 x 64 single banyan network).
The earlier the faulty element is located, the degrada-
tion of the path through ratio is large. However, the
influence is not so large (under 1%). In the TBSF, the
load of the first banyan network is maximum. There-
fore, the influence of an element fault becomes maxi-
mum when the first-banyan stage-0 element is faulty.

Figure 6 shows the pass-through ratio versus input
traffic load (r¢) with a single banyan network (64 x 64)
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Figure 6: Pass-through ratio vs. traffic load on the
F-TBSF (64 inputs , location of fault: 0 stage)
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Figure 7: Pass-through ratio vs. traffic load on the
F-TBSF (256 inputs ,fault probability: 0.05, 0.1)



when there is a faulty element at the first stage of the
first banyan network. In this figure, the pass-through
ratio of the banyan with the faulty element is only
a few % lower than that of without fault even if the
connected banyan network is one. From this figure, It
also appeared that the difference of the faulty banyan
and the fault free banyan does not changed when the
traffic load is changed. Figure 6 also shows the result
of computer simulation. The results from computer
simulation is almost equal to those from analysis re-
sults.

Multiple elements fault Figure 7 shows the pass-
through ratio versus input traffic load under the fixed
network size(256 x 256) when the a switching element
of the F-TBSF is faulty with a certain probability
(0.05 and 0.1). Since the theoretical analysis is dif-
ficult under this assumption, this result comes from
computer simulations. In this figure, the pass-through
ratio of the banyan is strongly influenced by the dif-
ference of fault probability. But even in the severe
situation such as the fault probability is 0.1 and traf-
fic load is 1.0, the 80% packets can be saved with 5
banyan networks.

Link fault If there is a link fault, the banyan net-
work must be bypassed. Thus, the number of con-
nected banyan network (K) is decreased. As shown
in Figure 6, the degradation of the pass through ra-
tio is large especially with small K. For maintaining
enough pass through ratio under the link fault, four
or five banyan networks are required.

6 Conclusion

Fault recovery mechanisms are proposed for MINs
with multiple outlets TBSF with the best use of their
inherent fault tolerant capability. With these mecha-
nisms, on-the-fly fault recovery is possible for multiple
faults on switching elements. For the link fault, the
networks are reconfigured after fault location, and the
network is available with some performance degrada-
tion.

The bandwidth degradation under multiple fault
on link/element is analyzed with theoretical models
and simulation. Through the analysis, F-TBSF with
5 banyan networks can save 80% packets under 100%
traffic load even when the fault probanility is 0.1.

The similar fault recovery and analysis method can
be useful for another high bandwidth network PBSF.
In this case, a hihger bandwidth can be maintained
although a larger amount of recovery hardware is re-
quired.
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