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ABSTRACT

Coarse grained dynamically reconfigurable processor arrays
(DRPAs) have been received an attention as a flexible and ef-
ficient off-loading engine in System-On-Chips (SoCs). Eval-
uation results in recent researches revealed that the parame-
ters of optimal processor array structure: granularity, func-
tions, array size, context size and interconnection flexibil-
ity, are completely different for each application. That is,
DRPAs should be configurable for target SoCs and applica-
tions. MuCCRA is a project for developing a DRPA gen-
erator which can generate RTL model, testing environment
and programming environment for various types of DRPAs
just by selecting the specific parameters. Here, two proto-
type chips MuCCRA-1 and MuCCRA-2 developed in the
project are introduced and evaluated. MuCCRA-1 was im-
plemented with Rohm’s 0.18um CMOS process mainly for
multi-media applications, while MuCCRA-2 with ASPLA’s
90nm CMOS process was designed focusing on area opti-
mization used as a cost-effective IP in multi-core SoCs.

1. INTRODUCTION

Coarse grained dynamically reconfigurable processor arrays
(DRPAs) have been received an attention as a flexible and
efficient off-loading engine for various types of System-on-
Chips (SoCs). Some devices are commercially available [1,
2,3,4,5], and some of them have been integrated into digital
appliances.

In order to achieve better area- and power-efficiency com-
pared with traditional field-programmable devices such as
FPGAs, they incorporate the following properties; (1) a sim-
ple coarse grained processor consisting of an ALU, a data
manipulator, a register file and other functional modules is
used as a primitive processing element (PE) of an array, and
(2) dynamic reconfiguration of a PE array which enables
time-multiplexed execution is introduced.

Unlike common FPGAs, in which the island-style struc-
ture using Look-Up-Tables (LUTs) with 4 or 5 inputs are
commonly used, there exist wide design choices in DRPAs,
such as the PE granularity, the number of hardware con-
texts which can be switched dynamically, the total amount

of wiring resource, and the size of PE array itself. Our
performance evaluation results revealed that the optimal PE
array size considering the area and power consumption is
different for each application [6]. Thus, there is no all-
around architecture in DRPAs, and the structure should be
configurable or customizable for its main target application.
Of course, the PE array is dynamically reconfigurable, but
its granularity, size, interconnection and function should be
configurable for each target application. Since DRPAs are
assumed to be embedded into an SoC, customization of ar-
chitectures is done at the design time like a configurable pro-
CEessor.

The object of Multi-Core Configurable Reconfigurable
Architecture (MuCCRA) project is to develop a design method-
ology and framework which generate highly configurable
DRPAs for various target applications. Here, we reported
two prototype MuCCRA chips for establishing a flexible ar-
chitecture generator.

2. CONFIGURABLE ARCHITECTURES MUCCRA

2.1. MuCCRA Design Environment

As shown in Figure 1, our final goal is generating both the
chip layout of the DRPA and its programming environment
based on the designer’s demand. The fundamental DRPA
architecture template is fixed, and the designers can gener-
ate their desired DRPAs by controlling parameters described
in the parameter file. The target DRPA architecture model is
called Multi-Core Configurable Reconfigurable Array (MuC-
CRA). Now, the generator can only generate a single core
DRPA which can be used as an element of multi-core sys-
tems.

The generator reads the architectural parameter file, and
generates the Verilog-HDL descriptions of DRPAs. A sim-
ple test bench is also generated for simulating the target ar-
chitecture immediately. Since the generated Verilog-HDL
descriptions are synthesizable, they can be logically and phys-
ically synthesized without any modifications. At the same
time, architectural description files for a re-targetable com-
piler called Black Diamond which generates configuration
data from C-like description are also created.
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2.2. MuCCRA Architecture

MuCCRA architecture is consisting of a configurable part
and fixed part. The PE array structure is parametrized, that
is, the size of PE array, granularity of a PE, the number of
hardware contexts, functions of each functional unit, intra-
PE flexibilities, and inter-PE connections can be flexibly de-
fined. On the contrary, the context control mechanism, con-
figuration data management mechanism and data input/output
are fixed. Thus, the interface between a MuCCRA core and
other IPs is not changed.

2.2.1. Configurable part: Array Structure

An example of PE array structure of MuCCRA is shown
in Figure 2. Here, an island-style interconnection structure
like traditional FPGAs is adopted. That is, 2-dimensional
interconnection which forms multiple routing channels is
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Fig. 3. A Target PE Architecture and Intra-PE Flexibilities

provided, and each PE is surrounded by programmable rout-
ing wire segments. Connection blocks are provided between
PEs and global routing channels for sending or receiving to
or from PEs. On the intersection of a vertical and a horizon-
tal channel, a Switching Element (SE) is placed. The SE is
a set of simple programmable switches in which an entering
link is connected to the other SEs. The number of channels
in the global routing resources is parametrized as W, and
each SE provides W independent switching modules. For
each switching module, an entering link can be connected to
F, other links. That is, F, means the SE flexibility or the
flexibility of inter-PE global routing. The number of wires
for a link is set to be the same as the granularity of PE (G)
shown later.

The structure of PE is shown in Figure 3. Each PE has
a programmable PE Core, connection blocks, and a context
memory. In the PE Core, like a lot of existing DRPA de-
vices, a data manipulator called Shift & Mask Unit (SMU),
an Arithmetic Logic Unit (ALU), and a register file are pro-
vided. Here, we use a single structure for every PE in the
array. When PEs with special functions are required, they
are allocated at the edge of PE array as a special hard macro.

The most fundamental parameter of MuCCRA is granu-
larity of PE given by G. G specifies the data width treated in
a PE and interconnection. G is set from 4 to 32 in the most
cases.

The flexibility of interconnection of PE Core can be de-
fined with the number of selectors provided on inputs and
outputs of functional units such as PE. Each functional unit
of PE Core has an input selector, and the number of input
channels which can be selected by the unit is an impor-
tant parameter. As shown in Figure 3, the input channel
number for SMU, ALU, and register file are represented by
Fonu, Faw, andFreg respectively. These parameters are cor-
responding to the flexibility of intra-PE local routing.

Each PE is connected with global routing wires via con-
nection blocks. The connection blocks pick up the data in
global routing wires, and distribute to all functional units of
a PE Core. We define the number of inputs and outputs that



can be connected to the connection blocks as Fp; and Fp,.
The operation of each function unit and local intra-PE con-
nection are statically defined by configuration data called a
context.

2.2.2. Common fixed part: Context Switching Mechanism
and 1/O

Each PE and SE in MuCCRA equip their context memory
in which the configuration data for a particular operation is
held. The central controller broadcasts a context pointer to
all of the reconfigurable elements including PEs and SEs.
The configuration data for a context is read out from the
context memory according to the context pointer, and they
are reconfigured in parallel. This type of dynamic reconfig-
uration is called a multicontext scheme, and a lot of current
devices support it. In the multicontext devices, the dynamic
reconfiguration can be done in only one clock cycle by dis-
tributing the context memory into each reconfigurable mod-
ule.

The number of contexts which can be stored in the con-
text memory is limited by the context memory size C. Thus,
the configuration data which cannot be stored in the context
memory is stored in the central configuration memory, and
distributed to unused area of each context memory during
the execution. This mechanism, called the virtual hardware,
has been proposed and researched long time but rarely im-
plemented in real chips. However, all MuCCRA chips pro-
vide this mechanism, and application which requires more
contexts number than C can be executed. For high speed
configuration data distribution, a multicast mechanism called
RoMulTiC[7] is adopted. The context control and configu-
ration data distribution mechanism are common in all MuC-
CRA chips, and cannot be changed except the size of context
memory C which influences the area of PE and SE.

I/O mechanism is also a fixed part of generated MuC-
CRA architecture. Like most of the released DRPAs, a cer-
tain number of distributed memory modules can be provided
as hard circuit macros allocated at edges of PE array. The
double buffering mechanism is adopted for each distributed
shared memory[8], that is, two modules are provided for
each distributed shared memory which can be switched each
other after a task executed on PE array is finished. By using
the mechanism, during computation, the results of the pre-
vious task and the streaming data to be processed in the next
task are transferred through the I/O modules.

3. MUCCRA PROTOTYPE CHIPS

In order to develop and evaluate the DRPAs generation, we
implemented two MuCCRA prototype chips: MuCCRA-1
and MuCCRA-2.

The parameters and processes used in two prototype chips
are shown in Table 1. Here, Fy,, Fgy, and F ., are set to be

Fig. 4. Layout of MuCCRA-1 Chip

the same, and referred as F,;;. F, is set the same as F;.

Table 1. Specifications of MuCCRA-1 and MuCCRA-2

| || MuCCRA-1 | MuCCRA-2 |
Granularity(G) 24bits 16bits
Array Size 4x4 4x4
Contexts Size (C) 64 16
Connect. Flex. (Funit, Fpi) 4 4
Interconnect. Flex. (Fy) 2 3
IP modules Multipliers Memory
Memory
Process Rohm’s 0.18um | ASPLA’s 90nm

3.1. MuCCRA-1

The first prototype, MuCCRA-1, was designed with Rohm’s
0.18um process, and implemented on 5-mm square die with
189 I/O pads. Since it is designed for multi-media process-
ing, the granularity (G) is set to be 24bits. Multiplier mod-
ules are provided at the edge of the PE array consisting of
4x4 normal PEs without a multiply operation. That is, it
uses a heterogeneous structure. As shown in the layout (Fig-
ure 4), a large part of PE and SE are occupied by the context

memo hich can hold 64 contexts,
Mlﬁ%gRg-l was taped out on the last November, now

under fabrication, and will be available on this July. Table 2
shows the execution time of designed applications evaluated
with post-layout simulation. “Discrete Cosine Transform
(DCT)” is a task used in JPEG coder, ”a-Blender” is a sim-
ple image processing, "SHA-1" is a hash algorithm used in
an encryption, and "Viterbi” is a decoder for error correct-
ing code used in communication. It works from 20MHz to
40MHz clock speed depending on the application design,
and the execution speed is about twice of that of the Texas



Table 2. Execution Time for 4 Applications on MuCCRA-1

ExecClocks|Delay | ExecTime | Power

[ns] [us] | [mW]

DCT 195 40 7.8 85.1
a-Blender 644 24 15.5 103.3
SHA-1 418 50 20.9 50.6
Viterbi 600 42 25.2 459

PE_CMEM

Fig. 5. Layout of MuCCRA-2 Chip

Instrument’s digital signal processor (TMS320C6713) which
works 225MHz clock with extremely low power consump-
tion.

3.2. MuCCRA-2

MuCCRA-2 was implemented on 2.5-mm square die with
51 I/O pads. ASPLA’s 90nm process was used. As shown
in the layout(Figure 5), since I/O pads and buffers occupy a
large part of die area, the core of MuCCRA-2 is only 1.5-
mm square. Since MuCCRA-1 requires considerable area
as an [P embedded on a multi-core SoC, the main challenge
of MuCCRA-2 is the reduction of the area without degrad-
ing its performance. For this purpose, we adopted smaller
granularity and context size than those of MuCCRA-1. A
context memory module is shared by two PEs and four SEs
for reducing the number of memory modules. On the other
hand, multiply operations are provided in all PEs, since it
appeared that the number of multipliers often dominates per-
formance in MuCCRA-1. As a result, the array becomes
a homogeneous structure. The interconnection capacity is
also enhanced so as to improve the utilization ratio of PEs.

Table 3. Applications on MuCCRA-2

| Application || Contexts | Delay(nsec) | Exe. time (nsec)

a-Blender 5 11.1 5643

Contrast 11 13.1 5057

MuCCRA-2 was taped out on this April, is now under

fabrication, and will be available on this September. Ta-
ble 3 also shows the execution time of designed applica-
tions ("Contrast” enhances the contrast of input image using
histogram equalization.) evaluated with post-layout simula-
tion. These application programs were developed with a re-
targetable compiler Black Diamond. Although enough num-
ber of applications have not been implemented, the perfor-
mance of MuCCRA-2 is about three times that of MuCCRA-
1 if the computation data width is less than 16bits.

4. CONCLUSION

Here, a parametrized DRPA generator is introduced. By

specifying architectural parameters such as PE granularity

and several connection flexibilities, the generator can auto-

matically generate the synthesizable Verilog-HDL descrip-

tion and verification environment. Two prototype chips MuC-
CRA -1 and MuCCRA -2 have been developed in the project.

The evaluation results using applications demonstrated that

the proposed tool can generate practical layouts and pro-

gramming environment.
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