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Centralized interconnection networks

Symmetric:
o MIN (Multistage Interconnection Networks)

o Each node is connected with equal latency and
bandwidth

Asymmetric:
o Fat-tree, base-m n-cube, etc.
o Locality of communication can be used.




Properties ot MIN

Throughput for random communication
Permutation capability

Partition capability

~ault tolerance

Routing




MIN (Multistage Interconnection
Network)

Multistage connected switching elements
form a large switch.

Symmetric

Smaller number of cross-points, high
degree of expandability

Bandwidth is often degraded
Latency Is stretched



Classification of MIN

Blocking network: Conflict may occur for
destination Is different: NlogN type standard
MIN,Tnetwork,

Re-arrangeable: Conflict free scheduling is
possible: Benes network. Clos network
(rearrangeable configuration)

Non-blocking: Conflict free without
scheduling: Clos network (non-blocking
configuration), Batcher-Banyan network



Blocking Networks

Standard NlogN networks
o Omega network

o Generalized Cube

o Baseline

Pass through ratio (throughput) is the same.
[1 network



‘ Omega network
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= The number of switching element (2x2, in this

case) is 1./2NxLogN




‘ Perfect Shuffle

= Rotate to left
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Inverse Shuffle
Rotate to right




‘ Destination Routing

Check the destination tag from MSB
If O use upper link, else use lower link. 56
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" Blocking Property
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= For different destination, multiple paths conflict




For using large switching elements

(D elta network) Shuffle connection is also used.
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= In the current art of technology, 8x8 (4x4)
crossbars are advantageous.




Omega network

The same connection Is used for all stages.
Destination routing

A lot of useful permutations are available.
Problems on partitioning and expandability.



‘ Generalized Cube
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to the same switching element.



Routing in Generalized Cube
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The source label and destination label is compared (Ex-Or) : 001—011
Same(0): Straight Different (1) : Exchange 010




Partitioning
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| Expandabmty

A size of
network can

be used as an :
element of
larger size
networks




Generalized Cube

Destination routing cannot be applied.

The routing tag Is generated by exclusive or
of source label and destination label.

Partitioning
Expandability



Baseline Network
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The area of shuffling is changed.




Destination Routing in Baseline
network
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Just like Omega network




Partitioning in Baseline
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Baseline network

Providing both benefits of Omega and
Generalized Cube

o Destination Routing

o Partitioning

o Expandability

Used in NEC’s Cenju



Quiz

Assume that 2x2 crossbar Is used for a
switching element of 32inputs Omega
network. For making the calculation simple,
only 1bit is used for each input. Calculate the
number of cross-points used in the network,
and compare with 32inputs crossbar switch.



‘ [T network
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= Tandem connection of two
Omega networks




‘ Bit reversal permutation

(Used in FFT)
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Bit reversal permutation in Il network

s PEERY b,

The first Omega: Upper input has priority. _
The next Omega: Destination Routing ™  Conflict free




Permutation capacity

All possible permutation is conflict free =
Rearrangeable networks

Three tandem connection of Omega network
IS rearrangeable.

The tandem connection of Omega and
Inverse Omega (Baseline and Inverse
Baseline) is rearrangeable. Benes network



~ Benes Network
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= Note that the center of stage is shared.
= The rearrangeable network with the

smallest hardware requirement.



Non-blocking network

Clos network

a0 m>n1+n2—1: Non-blocking
a0 m>=n2: Rearrangeable

o Else: Blocking



‘ Clos network

n1xm r1xr2 mxn2

Do)

3-stage
m=n1+n2-1: Non-blocking The number of intermediate
m=n2-:Rearranaeable stage dominates the permutation

Iv\luul\l g
: capability.
m<n2: Blocking pabiity



‘ Batcher network
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‘ BatCher—B aﬂyaﬁ Omega

FITLLELL

VLT

5 N I $ 8 7
LEVDELY

0O WwW-=N




Banyan networks

Only a path is provided between source and destination.
The number of intermediate stages is flexible.

Approach from graph theory
SW-Banyan, CC-Banyan, Barrel Shifter

R« Irregular structure is allowed.



Batcher-banyan

If there are multiple packets to the same
destination, the conflict free condition is
broken

— The other packets may conflict.

o The extension of banyan network is required.

The number of stages Is large.
— Large pass through time
o The structure of sorting network is simple.



‘ Classification of MINs

Omega

Benes

Baseline Rearrageb

Generalized Cube

King




Fault tolerant MINs

Multiple paths

Redundant structure is required.
On-the-fly fault recovery is difficult.
Improving chip yield.



Extra Stage Cube (ESC)
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= An extra stage+Bypass mechanism
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If there Is a fault on stages or links, another path is used.



‘ The butfer in switching element
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= Conflicting packets are stored into buffers.




‘ Hot spot contention
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= Buffer is saturated in the figure of tree
(Tree Saturation)




Relaxing the hot spot contention

Wormbhole routing with Virtual channels —
Direct network
Message Combining

o Multiple packets are combining to a packet inside
a switching element (IBM RP3)

o Implementation is difficult (Implemented in SNAIL)



Other 1ssues 1n MINs

MIN with cache control mechanism

o Directory on MIN
o Cache Controller on MIN

MINs with U-turn path — Fat tree
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Summary

Recently, practical new topologies are not
proposed.

A lot of “made-in-Japan” networks
Asymmetric indirect networks will be widely
used.



Centralized interconnection networks

Symmetric:
o MIN (Multistage Interconnection Networks)

o Each node is connected with equal latency and
bandwidth

Asymmetric:
o Fat-tree, base-m n-cube, etc.
o Locality of communication can be used.




Asymmetric indirect networks

Intermediate position between direct and
iIndirect networks

High communication capability considering
cost

o base-m n-cube (Hyper crossbar)
SR2000. CP-PACS

o Fat Tree
CM-5, Some WS Clusters

o Hyper-cross
ADENART



‘ base-m n-cube

(Hyper crossbar)
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Used in Toshiba’s Prodigy and Hitachi's SR8000



‘ HyperCross

(Pi,pj)— (pj,"),(*,pi)

Used in ADENART by Matsushita




‘Fat Tree usedin CM-5 and
PC Clusters( QsNet, Autonet )
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Return paths with MIN = Fat tree
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Myrinet-Clos (1/2)

Spine of the Clos Network (backplane)

The circles are 16-port
crossbar switches.

The lines are

2+2 Gb/s

links.
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Ports to up to 128 hosts (line cards)

128nodes(Clos128)
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‘ Myrinet-Clos(2/2)
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Dragontly
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An example of Dragonfly
(N=72)
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The interconnection of
this part can be Flatten Butterfly




‘ k-ary n-cube vs. high radix

Sorry. This figure is not based on accurate data.

supercomputers high radix

clusters/data centers

high radix

NoCs




Exercise

Every path between source and destination Is
determined with the destination routing In

Omega network. Prove (or explain) the above
theory in Omega network with 8-input/output.



