1 [FC®IC

JUMP-1[1] 1%, 7 KR TH%E &7 CC-NUMA # D
BWFFHEHETHY . 1000 7 vt v &2 5 B0
FIFHEICBT 5. B EHIE AT ) OFEBRITLE
REFEOFEOHFEEZ B E LTS,

PERITHIPPI2J ICREFESND KD REEI/O &, FED
=R (7 T RAE) BT D ORI FIETH T h3,
INEFAES ) —FORABICR AN Ry 7 EBAET, AHSD
WAy 7 Lo THEDRTERLZERH S, L
=R oTC, BUWHFHERBITFAIARADT—%T 7 F ¥
HEEICERFTF SN RTER B 2R,

JUMP-1 D A IMREDOREFHT HT- > Tk, AH T
DR —F V)T 4, KM, 77 B ARSMHEICERE LT,
B, 792 2E0OEMCHbET, #EEHERTLD
AR RIEGIER SN Z &, SR AT %
B TExh2L, AMAAV Z—T 2L 2A~DT 7 AN
N=RTzTHIZLY 7y = THIILEETHHZ L,
D3IKThHD,

JUMP-1D/AN—FR 7 = TIFBEIZEK LTRY, v AT A
Y7 MU T OBRBEB’ED SN TS, AlEl, AHJIBI%
DY TNy =T EEOE—BMEITV, ZOY 7 0T
ZFIA LT, AHAEROFMEZIT -7,

2 JUMP-1 QOHERE

JUMP-11Z, 1 7 9 A& 47wy, HKK256 7
TFAE1024 70y VDV ATATHD (K1), 7 TA¥
MRS AMICIZRDT3|[4] ZRA L TRV, FIRORVIEK
EHEAEYOEZRLBHELTND,

77 AZR—F (K2)ITIFERT vt v ¥ Th D Super-
SPARC+2, HEHDL2 ¥ vy ol & il >ToHHEHE
NTCND, &7 TRAZEINAFEE~YLNT Iy THY,
7T A HNAIZIE SuperSPARCH+D L2 F ¥y ¥ = LEAD
AE V) EET vk v ¥ Th 5 MBP-light[5] 238t 11Tk

L RDT Network

Y
5
\
[Grustero]
[Cruster1]
,
[Cruster2]
P

X 1: JUMP-1 DR

V., 75 AT ENTZ16MB DO SDRAM ~D T 7 & A
I¥ MBP-light %@ U CfThbh 5,

MBP-light I SDRAM(Z 7 XA & A€ V) DEHDOMIC
RDT CAHFFEDX5R T H A F18#E STAFF-Link 0%
HHITH, AEV, I/O~DT 7 & A% MBP-light 28— 4§
LTATH 2 LIc kY, DHEEAE ARV AEBLED, £
A€ Y 22l BIZ1/O 2 map T5 2 L3 FREL 72 D, MBP-
light iX. 16bit RISC = 7 2oL & bz, Hikdta A€V
DEBEBERICUETH2DOEAN—RF U 2T 2F-T
W5,

3 JUMP-1OAHAYT LRT L

A8t

JUMP-1 D AHAH T S A F AOFFHITHT- > TlE., UL
TORIZEIZEER LD,

3.1

PR (R7—F EV T «) JUMP-1 D43H#EEE A€ VI,
1000 70 v EBXAFETOR S —I ) T 1%
ZEBELTHRIENTWS, LER-T, HEHK 2T
LAEEDIMBRE ) DEEDO L > TH D AHSIMERE LI
CEICAF—F ) T 4&2FFObDOTRITNIIRS
W, Zod, JUMP-1 Tid,

o JTARAIRMKEAMNYT VAT hES43HE

o BTN FALZIIAHIIDIEDODA LV HF—T A
A % S

o AN HT VAT MIEH O A 1= b THE
L., WINCEWESEDZ LIk - TN T 7
' R E5HE

o AtiJ=v bk [iZ Ethernet ®° STAFF-Link(
i) 72 & CHEGE

EWVI FEtE L o TS,

RISC
Processor

RISC
Processor

RISC
Processor

RISC
Processor

| L2 Cache I | L2 Cache I | L2 Cache I | L2 Cache I

Cluster Bus

Cluster

1/0 Network TAXI
Memory

STAFF-Link MBP-light

]

RDT Network

X 2: JUMP-1 7 5 & Z OERK



X 3: JUMP-17 7 A # L Afifj2==v }

FEME HEBEZBEIIVF—7DDITED DTRL,
¥rx7e T 7Y r—va r EEBRTHEDICHN DI,
FR2 e N IRSER B X 5 2 & | ETdHRRARK
WREL 2D, AR ORESATH B BIZE
RHEZEBRDDOND, LB oT,

o ANz =y MITIFADY =7 AT =g
(Sun @ SPARCstation5 (SS5)) &1 H

o VI RAEAREKE A=y b OMIHMRERREL
R<WMBZLDTE ALY TN 7 THE

TOEABSY AN DDFEE N EMETR L, i
W7 027N —RUTORBRNTEBLZ L,

3.2 STAFF-Link

JUMP-1 a1 (2 8% &t & A 7= At 71 H @ Point-to-Point
Y 7 73 STAFF-Link(Serial Transparent Asynchronous
First-in First-out)[6] TH D, T LY 7 TRV
TNY T ERAT O, UTOLS RBEAICES,

e ZHDITRAF LR T DD, F—TNRaRxy X
BEIL . INSWVWZ EREFE LW, YU TAY > 7138
LI, IR T XD ULV L TETe

¢ VIRFUVATLEANKEL B TH, A==y}
DOHRBHBFTNEBIZERD/NE, BIBY v 7 EOHIK
PN EREFE LV, /A RAMEEDOHmT/RT LIV
VU 73R FTH D

o BELRVY TNAVBEEIT) ODOHEHALSIDHE

%72, STAFF-Link %, K 4IZR$ X 9 IZHlisgo A2 & —
72 ARIZFIFO #F->TEY, FIFOIZY I TA—F5 1
NEBELTY TAXIF v 77 3R S\ 5, STAFF-
Link ~D7 7 £ ZIFIFO~DT7 72 & LTITH Z &M

STAFF-Link Communication Block

Send FIFO I e icati TAXI Transmnl —
<« > ommunication .
Controller Serial
Receive FIFO I TAXI Receive I —
Send FIFO Receive FIFO I

‘ ———> FFO —— I

«~—— FIFO

I

STAFF-Link

4: STAFF-Link O#ERK

TE 2, ZHIHEARN—F Y =7 T, HER2AMANY 7
b =27 DOERBEEZAREICLTND,

STAFF-Linki&, A TOX S Ra v R—R v M X Vi#
REhd,

e STAFF-Link K —# 7 —F
FIFO, TAXI, BL U Znbnar hu—J ##%#H L
7eA—R T, R—FI—FfZzITITI 5DV AR
AT —T7 )V (STP) TR T 5

e JUMP-1 STAFF-Link f > #—7 = A A
JUMP-1® A€V EH 7 0¥ v ¥ Th 5 MBP-light D
a— N ElIZEEe S 72, STAFF-Link K — &%
— R &EIfET57-dnar ha—F, INEERPLD 2
F v S TR SN D BEMRERTH D

e STAFF-Link =¥ —&R—F /SBus 1 —F
<P —R—FIXSTAFF-Link K — % & —F % 4 Bk
TAHZENTE, SBusi—FK¢E79 vy b r—717T
B4t d 5, SBus ¥—F %, AHJil==> F THSHSS5
D SBus Ay MM L2k v, SS55 5 STAFF-
Link~D7 7B ANTFREL 72 5

3.3 AHARYET—5

ARy FT—7 (H5)i1X, A==y N HOAR
DI T — A DIEDT=DITNETH D, 4] STAFF-
Link CORERHE L LTV, BEOFHES 2 7 AT
IZ Ethernet TR L T3,

Ethernet (3R < fFEINTVWB XY FU—27THY, AHH
o=y b L LTHWTWASS5 THHAR—hInTnb,
Ethernet (IP) TiZ, OS DT 507 7 ALV AT A
THDHNFSPIEETHATE S, L L, Ethernetix7
O—RF¥ XA MNRDORY NU—FThHDBHH., HIRIBIZIR
RRHY, A4 TFEAVNEHIRBREMRTEDLIHLOD,



% < 1X Stored Forward 73X\ C& 2 7= OEBIENTFAE L. PERE
WCERELKIET,

STAFF-Link iZ Point-to-Point ® U > 7 Tb 5 7= &
Ethernet D L5 BRARBD N ARu V% L DT ENTER
W, L7eRoT, BROBBLERTH1-DIIIA My T
PR THAINENRS D, DSP & H\ /= STAFF-Link & A v
FHAEDBEICBA%, FHME S TWVWD, L, ZTORAY
FERWEGEEIIITR T 7 AV AT A ERBICEET
LHEND DT, A EIOFELE LT TiX Ethernet % H
Wiz,

SEIOFMETHEA L, 4 7 FAF4 ARl 2=y b DY
AT LDEREEZM3IIRT, FRNCRA D RERENH Y 7
AETHY, BAEAERTHLOBAN 2=y D
—HTH 5,

4 I/OYV Iz T7DERE
JUMP-17u ¥ =7 MIEBIZA-TEY, SEIER

Y 7R T 2T OERENED N TWD, SEIFEESN
721/0Y 7 b0 = TiX, I/OV T AT ADOFliE W B

WbdD0, RO T 1S T AORFEEIETD L
IBROFOTND, SS5ITIIRART/O T /N A R Bt

"“E)_J:#T%Zo?)\ izl pZ e, Tl T A
~DFERAEZEZBRB LT, 77 ANV AT LADEEEIToT-,

4.1 I/OEEDRHN

JUMP-1 0EFE 7 a¥ v Ch D SuperSPARCH7AY, SS5
W27 7B REREZHTTOIZIIW L OO FIEE R D NE
BhHd, ZZTITFNITHOWVWT, EZB->TRRS,

1. A< R BIUGIEDEE (SuperSPARCH) © Super-
SPARC+i%, A€V EiZ, Ay~ R &xhnic
T D518 %E . TORD LNTNEFIC LThd > CELE
ERAN

JUMP-1 Clusters

oy

\ ‘\\‘=\\\l

STAFF-Links

J <= 1/0 Unit

X 5: JUMP-1 A&k & AHFIH TV AT A

2. MBP-light ® FEH U (SuperSPARC+) : SuperSPAR-
C+i, L2F¥ vy =z b u—7 % U T MBP-light
ICESREZRET D,

3. AE Y FAH L (MBP-light) : MBP-light {X. Super-
SPARC+2S AE VIZHM LT m < R L5 5% B
DER DD, EBRTIZZIUIL2F vy ¥ =BT
WAHTeH, ZZbHAHHT I EITRD, EDID,
MBP-light 1Z, L2 ¥ ¥y =a > b r—J1Zx L CH
A LEREZEET D,

4. SS5~2<  N#R% (MBP-light) : L2 ¥ ¥y =22 b
o— WA 5 L. MBP-light (28] 0 IABR DB,
MBP-light 133218 SN/ 7 — & (32 /34 NHfT) 22D
EESSHITEET D, BWIER, MRPKD E THD,

5. 2~ RFET(SS5):SS51%, ZIFLiza~v R &5%
EEIRLUTEITL, BREZRET D,

6. 1% & # T i@ %1 (MBP-light) : MBP-light 1352 1 Bt -
TAERE 7 T AF ATV ITEEIAR, ATY EDTT
7 %18 U C SuperSPARCHIZH T Z@ET 5,

4.2 =%

ATEI TR ~72 £ 512, 1/0 43X SuperSPARC+, MBP-
light, SS5 CIEFEIZET SN D720, %n%hT®V7F
V=T DEENPKELRD, TIT, TENENDOELE
Wik 3,

SuperSPARC-+ MBP-light {ZER %% 5 7= D% =
EL, ENEN—RURA R AR EED | fEREX
TEA A 1B e SRR U, ARSI A Y RIT
avURTay 7 (3224 8) 7T —FTmy 7 (328
A N D) B L, MBP-light ICZD 7 K L A%
BT LICXoTSS5 LT —# %Rk d5H, a~vK
T ry ZiZiE, 3w N OMIZEERDFIER L EHD
BZEHLTED, ZTHHOBE#KIE. SuperSPARC+®
Ty Ty AR ELRYIHUCBEIEREE L & Hiz, JUMP-1
HADOCTATITVITHDEN TS,

MBP-light MBP-light /. SuperSPARC+MH D FE{T/S A
TVEAEVICRBEALLY, £l2F vy aab
B—I7nbELNTL D AEY FiAH LERR LIS
ETDUED DD BUEDFETIE, STAFF-Link &Y
MBIF(Maintenance Bus InterFace) 2> 5 SuperSPAR-
CHHADFEITNAT Y ZFiFrAT, FTTHIENT
&5, AENE, O T LEFRLT, SS5~D
awv RN/ TSR ER L,

SS5 SS5 T, Solaris7 WEMELCTEH, ZDETAHS
B0 T AEEBESED, 20T S T NIEI



NFS Server

= 4 %%%%
S Eg
9F I E
e 4 =
D g——
1/0 Units STAFF-Link JUMP-1 Clusters
B 6: 3-SR T A

STAFF-Link D FIFO A 77— Z A %R L TE Y, =
RURDPEFETD L LB ETD,

5 I/OfEEE
5.1 B

SEIOFHEICRIT 5% B RIZST=2H 5,

— KB, BHoOAE 2=y b EHWD Z & ORER
ENETFHEDNENDS | AT—F Y T 1 DOBRTHD,
Zhix, A2 =y FEOX v b U — 7 OERIEEES DO
HEZIT 5, b9 —Hi%, STAFF-Link D#EERESICRT L
T2 R AT D F— =~ RN ENTET B D D)
WO R ThHD, Zbld, SBDV AT LADOHRIZKE
<HEbaZ tiths,

i

52 YATLA
AR WA I LU TR @Y Th Y, KeD kD

WL LT,

o JUMP-17 72 %
47 7 A% % 16MHz T S ® 7z,

e SS5
SEEABE L, NREMAERIZLITO®EY,

— NFS #—/3
MicroSPARC II 85MHz, 160MB RAM

- AttiJj==v b
MicroSPARC II 110MHz, 96MB RAM

o FDIHh
JIARZEAMNI 2=y MEIATIY 5V AR IRT
4r—7 ) (STAFF-Link) CHgi LTe, AHA2=v k.
NFS % — X 10Base-T Ethernet THI A Bt L 7=,

£ 1. EYREEEDOEF

VAP 4 ‘ Cluster—SS5 ‘ read ‘ write ‘

Local 1-1 2.10 3.50
2-1 1.64 0.64
NFS 1-1 2.10 3.51
2-2 4.22 7.02
3-3 6.41 10.93
4 -4 8.49 14.50
(Mbps)
# 2: STAFF-Link O#55%H &
5 4 A7 | Cluster—SS5 ‘ read ‘ write ‘
Local 1-1 3.86 | 12.29
2-1 2.50 12.29
NFS 1-1 3.86 12.29
2-2 3.86 12.29
3-3 3.86 12.29
4 -4 3.86 12.29
(Mbps/cluster)

5.3 HELHER
UTICRTERET, 77 AMIKTH—T oyl —
K/ AMEFITL., BEEEZHE LT, Local disk &
AOWHEE, £ 72X IR A==y FOTF 4R
7 DRI DT 7 A Mz, NFS & AWi=GEaiE, [ T NFS
P—NREDRADT 7 AN~DT IEATHD,

e Local disk z1{# /A

- 177X %, 1 A\HH=2=v |

- 2724 1 AHS12=v
o NFS Zf&H

—1792% 1 AH/1=2=> b

—27FRHZ 2 A /1= b

- 377RF, 3AHSH=Z=v ]

— 47 FGRE AANHSI2=w b

PUEIZDWT, 77 ANVESED FATERSEE (R 1, K7) D
IEMNIT, SS5° JUMP-1 7 5 A & TOMBRIGRE 24 F 720>,
ML 7R R (R 2) ZHIE LT,

54 HRICEATHIER
AT—5EYF 4

M7hb, B—OAHh2=y F2HN5L0 b, B
DA 2= b ZWSEWESELHEDIE D B LN
PR TAEMTH D Z b2 D,

5.4.1



T T
Read-NFS —+—
16 | Write-NFS ---x---
Read-local ---:---
g 14 Write-local &
Qo
2 12
&
& 10
@
® 8
c
©
= 6
]
(o)
4 [
2 ) ""_j"7<
0 sl
1 2 3 4

Number of I/O Units

B 7: FEhEREHE DAL

F7m. A= FDOSDF 4 27 X%y 2 BtEN
BHIMZEEL QD72 AENT4 7 T A Z 4 A 12=y
b @ 14.50Mbps F TEARENINS U RIBRIER TE 20, 4
BIIFE—D 7 7 ANVIKHTHEHD I TAEZN DT 7k
2R, KREBRHEMNCOT 7B RADERR LIZRHET 5720
DWHNGZEE T 7 ANV AT LAERHN L T LERNDH L &
Zzohb,

5.4.2 ZA—/\—~yFK

# 2, 5, STAFF-Link DV v 7 70 OEEEEIL, O
EODAM N 2=y MIERD 7 TR B B Lo G %
BRRWT—ETHAZ BN, ZO—EDEE, £1&
35 &, read TI3EIRE, write T6HIBED A —/—
~y R OFENRAL MR B,

ZHiE, JUMP-1D AEY 772 AD¥AL32/854 b T
»V ., BAEOFEETIIAH IR 32 /51 b OiREE
DEREIY & LTHThh TV, ZhiE&RHRN TP
TarEEROTI IR, MBI TIC o705, SS5 BT
D7 7 ANDread/write b 323 A b AL TITHOILTE Y |
ZOF—NR—~y N IbelnbolExbhb, 5%
X, MBP-light 7>& SS5 ~DHRIET 1 » 7 W A XDILK 72
EEITOVEND B,

6 Eim

JUMP-1 EIZ7 7 ANVAHRIIDIZDDT AT LY 7 - T -
TEEEL, & Tole, 7T A ERBOAR 1=
r E2RAWEEA . read T 7 A ¥ &7V 2.1Mbps. write T
1$4.5Mbps DENREREEZHFLZENTE, 47 TR K
AN 2=y b ETEBROICHERESM T3 2 & 2 MR
L7z L2LZD—J T, STAFF-Link DERERE /I ZE N
UETHHZ ENHERINTEY, L0 —EoMhen E»n
RIAEN5, /-, imEttiEom Eicpe T, A=y

MUDEEDHUBELLETHD LEZDND,
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