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Abstract— System Area Networks (SANs), which usually ac-
cept arbitrary topologies, have been used to connect nodes in
PC/WS clusters or high-performance storage systems. Although
deadlock-free routings, multicasts, and topologies for SANs have
been widely developed, their evaluation on real PC clusters was
rarely done. Thus, the evaluation of routings, multicasts and
topologies in real systems is important to analyze their impact
on the total systems and validate their simulation results. In this
paper, we implement and evaluate deadlock-free routings and
unicast-based multicasts under various topologies and channel
buffer sizes on a PC cluster called RHiNET-2 with 64 hosts.
Execution results show that descending layers (DL) routing and
structured channel pools improve up to 57% of bandwidth and
34% of barrier synchronization time compared with up*/down*
routing. They also show that, by visiting hosts in numerical
order, execution time of unicast-based barrier synchronization
is improved up to 28% compared with that in random order.
However, channel buffer sizes don’t affect the bandwidth in
the RHiNET-2 cluster. In addition to fundamental evaluation,
we appraise them using NAS Parallel Benchmarks, and the
DL routing achieves 3.2% improvement on their execution time
compared with up*/down* routing.

Index Terms— Deterministic routing, multicast, topology, per-
formance evaluation, System Area Networks, RHiNET, intercon-
nection networks, PC clusters

I. INTRODUCTION

Network-based parallel processing using commodity com-
ponents, such as personal computers, has received attention
as an important parallel-computing environment [1] [2] [3]
[4]. System Area Network (SAN), which consists of switches
connected with point-to-point links, is a key technology of
such an environment. Unlike Local Area Networks (LANs),
wormhole[5] or virtual cut-through[6], in which deadlock-free
routing is essential, is used in SANs for low-latency direct-
communication. On the other hand, unlike interconnection
networks used in massively parallel computers [7] [8], most
of SANs usually accept arbitrary topologies, thus requiring
generic routing algorithms[9] [3].

Topological generality introduces difficulty on guarantee
of connectivity and deadlock-free packet transfer. Thus, the
following simple deterministic routings have been used as
practical solutions: 1) spanning-tree based routings, which
exploit the connectivity and acyclicity of tree structure (e.g.
up*/down*[10]); 2) ones using virtual channels to elimi-
nate deadlocks (e.g. structured buffer pools[11], LASH[12],

Manuscript received January 20, 2002; revised August 13, 2002.
M. Koibuchi, K. Watanabe, T. Otsuka, and H. Amano are with the

Department of Information and Computer Science, Keio University, 3-14-1
Hiyoshi, Kouhoku-ku, Yokohama 223-8522, Japan. E-mail: {koibuchi, nosuke,
terry, hunga}@am.ics.keio.ac.jp.

DL[13]). Deadlock-free multicast is also difficult to be im-
plemented on such irregular networks. In order to cope with
complicated topologies, algorithms for unicast-based multicast
have been proposed and used[14] [15].

There are a large number of researches on performance
evaluation of such routing algorithms, however, most of them
use a computer simulation with probabilistic models[16], or
execution driven models[17]. Thus, the evaluation of routings,
multicasts and topologies in real systems is important to
analyze their impact on the total systems and validate their
simulation results.

In this paper, we evaluate the performance of various
deadlock-free routings and unicast-based multicasts on various
network topologies in a real PC cluster called RHiNET-2
with 64 hosts[18][19]. RHiNET-2 is an experimental SAN
consisting of the following components: 1) RHiNET-2/NI,
that is a network interface built in a host, and supports
a user-level direct-memory-communication completely by its
hard-wired logic; 2) 8 Gbps optical link; 3) RHiNET-2/SW,
that is a 64 Gbps cut-through switch. Like Myrinet[1] and
InfiniBand[3], RHiNET-2 supports only deterministic routings.
However, it provides a simple re-writable routing table and
sixteen virtual channels, which enable us to implement various
kinds of deterministic routings and topologies. Since RHiNET-
2 provides MPI library via a low-level communication library
PMv2[20], a large number of scientific applications can be
executed.

The rest of this paper is organized as follows. In Section II,
existing deadlock-free routings and multicasts are introduced,
and their implementation on the RHiNET-2 cluster is described
in Section III. In Section IV, the execution results and the
related works are shown, and in Section V, we conclude this
paper.

II. ROUTING ALGORITHMS

A. Deterministic Routings

Unlike adaptive routing which dynamically changes paths
of packets, a path is fixed statically in deterministic routing,
and it has the following advantages: 1) switch complexity is
decreased, because adaptive routing must include a logic to
dynamically select an output channel from alternative channels
at packet routing; 2) it guarantees in-order packet delivery,
which several message passing libraries require. Since appli-
cations usually use message passing libraries, adaptive routing
requires a sorting mechanism at hosts or network interfaces.
Thus, most of real SANs (e.g. Myrinet, RHiNET, InfiniBand
and QsNet) currently adopt deterministic routings as a compact
network architecture.
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The simplest deterministic routing used in SANs is
up*/down* routing [10]. Up*/down* routing exploits a
spanning-tree based directed-graph in which up or down
direction is assigned to each network channel. There are
two alternative methods to build a spanning tree: breadth-
first search (BFS) and depth-first search (DFS)[21]. Prefix
routing[22], which cuts down the size of routing table, is also
based on a spanning tree.

On the other hand, routing methods using virtual channels
have been also proposed[11] [12] [13]. In structured channel
pools (SBP), a packet stored in the virtual network i is
transferred to the virtual network (i+1) in order to guarantee
both minimal paths and deadlock-free routing. However, it
needs (D+1) virtual channels, where D indicates the diameter
of SANs. Layered shortest path (LASH) routing proposed by
Skeie et al. also guarantees minimal paths by dividing the
physical network into a set of virtual networks[12]. Descend-
ing layers (DL) routing proposed by us divides the target net-
work into virtual networks with the same topology consisting
of layers of virtual channels like the LASH routing, and it
establishes a large number of paths across virtual networks in
order to reduce the path length and path congestion.

Table I shows path hops, which are the number of in-
termediate switches between hosts, of routing algorithms on
topologies shown in Figure 1. Although SANs usually accept
arbitrary topologies, complete randomized connections are not
realistic. Thus, we take the topologies with a certain degree
of regularity. These four topologies are used in execution in
Section IV.
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Fig. 1. Topologies considered in execution

“BFS U/D” represents up*/down* routing based on the
BFS spanning tree, whose root is switch zero in Table I,
while “DFS U/D” represents that based on the DFS spanning
tree with a heuristic rule[21]. “Topl.” shows the topological
(physical) path hops. On both Topology A and B in Table I,
prefix routing and both of up*/down* routings must accept
some non-minimal paths, while the DL routing and the SBP

TABLE I
PATH HOPS

Topology A Topology B Mesh Torus
Avg Max Avg Max Avg Max Avg Max

Topl. 4.09 7 3.63 7 3.50 7 3.00 5
Prefix 4.89 11 3.95 8 4.47 11 3.43 7
BFS U/D 4.56 11 3.83 8 3.50 7 3.00 5
DFS U/D 4.58 11 3.75 7 3.50 7 3.00 5
SBP 4.09 7 3.63 7 3.50 7 3.00 5
DL(2vch) 4.09 7 3.63 7 3.50 7 3.00 5

can use minimal paths. On the other hand, in the mesh and
torus, a packet takes a minimal path in all the routings except
prefix routing.

All the routings except prefix routing originally provide
alternative paths. In order to implement as a deterministic
routing, it is necessary to statically choose a single path[23]
[24]. The simple selection algorithm chooses a path with a
smaller port number at a switch. In this paper, this is called
“low port first”[24]. However, low port first may introduce
unbalanced paths. Thus, a traffic balancing algorithm using a
static analysis of paths has been proposed by Sancho et al[23].

B. Unicast-Based Multicast Algorithms

Tree-, path-, and unicast-based algorithms are typical mul-
ticast methods[16].

Tree-based (hardware) multicast requires a logic to control
packet duplication at switches and multiple-destination tags,
whose size could be large in massive systems, at packet header.
Tree-based multicast is efficient especially at a broadcast
operation in regular topologies like fat tree. Although path-
based multicast requires an efficient multicast-path search,
SANs usually accept arbitrary topologies which may introduce
difficulty on efficient multicast-paths.

Unicast-based multicast requires dlog2(d+1)e unicast steps
for d destinations[25], and its key issues are to decrease both
their unicast hops and contentions[14]. The contention means
that a packet overlaps with another packet on a physical
channel at the same time, and it would introduce a large
latency. The contention can be avoided by renewing routes. In
an example of the contention of the two packets in Figure 2,
it can be solved by changing a route from host 3 to host 17 to
one via switch d. However, it is difficult that a unicast-based
multicast spatially or temporally schedules and avoids all the
contentions under any topology.

The simplest multicast algorithm is the low host-ID order
(HIO), that delivers data to each host in the host-ID order.
Another is the random order (RO), that delivers data to
each host in random order. Although the RO algorithm is
often used in MPI implementation[14], it has possibility to
generate an inefficient visiting order. For example, assuming
a multicast from source host 0 to destination host 1, 2, . . . , 11
and 16, 17, . . . , 19 shown in Figure 2, the RO algorithm may
generate packets with maximum hops from host 4, 5, 6 and 7
to host 16, 17, 18 and 19 respectively.

To address this problem, switch-based hierarchical-order
(SHO) algorithm, which groups hosts connected to the same
switch, uses two-step hierarchical multicast (intraswitch and
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Fig. 2. An example of contention in SANs

interswitch)[14]. After delivering data to a single destination
host in each group, the SHO algorithm delivers data to re-
maining destination hosts from their group hosts. For example,
assuming the same multicast using the SHO algorithm in
Figure 2, after host 0 sends data to host 8, host 0 and 8 send
data to host 4 and 16 respectively. Finally, host 0, 4, 8 and 16
send data to the other destination hosts in their groups. Thus,
the SHO algorithm decreases its unicast hops and contentions
compared with the RO algorithm.

III. THE RHINET-2 CLUSTER

In this section, the RHiNET-2 cluster used in the evaluation
is introduced.

A. Components of the RHiNET-2 Cluster

Real World Computing Partnership (RWCP) carried out
a research project called RHiNET[2] for establishing high-
end system area networks in collaboration with Hitachi Co.
Ltd. and Keio University. RHiNET-2 is a network designed
not only for dedicated clusters but also parallel computing
environments using personal computers distributed within one
or more floors of a building.

The RHiNET-2 cluster with 64 hosts, that is a prototype
of such systems shown in Figure 3, consists of hosts with
specially designed network interfaces (RHiNET-2/NI) and
switches (RHiNET-2/SW) connected with 8 Gbps optical
interconnects[18] [19]. Table II shows specifications of each
host in the RHiNET-2 cluster.

TABLE II
SPECIFICATIONS OF THE HOST

CPU Intel Pentium III 933MHz × 2 (SMP)
Memory PC133 SDRAM 1GByte
Chipset Serverworks ServerSet III HE-SL
PCI 64bit/66MHz
OS RedHat Linux 7.2 (kernel 2.4.18)

a) Network Interface RHiNET-2/NI: A network interface
RHiNET-2/NI carries a network controller chip Martini[19],
256 MByte SDRAM, and optical interfaces for 800 MHz
interconnects. It is put into a common personal computer
with 64bit/66MHz PCI bus. Martini is an ASIC chip which

Fig. 3. RHiNET-2 cluster with 64 hosts

manages fundamental zero-copy communications only with a
hard-wired logic including complicated processing for address
conversion and memory protection. It also provides an on-chip
processor compatible with MIPS R3000 for exceptional pro-
cessing. Martini is fabricated by Hitachi Device Development
Center using 0.14µm CMOS embedded array technology.

Martini provides two types of primitive communication
methods. One is a remote DMA transfer for high-bandwidth
communication: PUSH (remote write) and PULL (remote
read). The other is a PIO-based transfer for low-latency
communication. Since latency of address conversion or DMA
setup cannot be ignored for a small-sized DMA transfer, the
PIO-based transfer is suitable for sending a small-sized data.
In both cases, each packet, whose header and tailer sizes are
40 Byte (5 flits) in total, is transferred by splitting into 8-Byte
flits.

b) Network Switch RHiNET-2/SW: A network switch
RHiNET-2/SW[26] provides eight input/output ports each
of which is connected to an 8 Gbps optical link. The
core of RHiNET-2/SW is one-chip switching fabric with
0.18µm CMOS embedded array technology. It provides 800
Mbit/sec-per-signal high-speed low-voltage differential sig-
naling (LVDS) I/O. Its aggregate throughput is 64 Gbps.
However, in this evaluation, the frequency of optical modules
is decreased from 800 MHz to 600 MHz in order to cope
with heat dissipation problem. That is, the link bandwidth is
6 Gbps, and the total throughput of RHiNET-2/SW is actually
48 Gbps at present.

Sixteen virtual channels at each port are provided, and each
virtual channel has a 4 KByte buffer on a chip so that Go &
Stop flow control supports up to 200 m link length.

B. Routing in RHiNET-2/SW

RHiNET-2/SW supports deterministic routings with a table
look-up manner, in which a packet finds its output port by
referring a routing table at each switch. At the table reference,
only destination tag is used to get output port. Each virtual
channel transition is determined by a pair of input port and
output port at the table reference. As mentioned before, sixteen
virtual channels are provided in RHiNET-2/SW. Eight of them
numbered from 0 to 7 are reserved for data-transmission
packets, while those numbered from 8 to 15 are reserved for
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system control packets. The same routing table is shared with
the two types of virtual channels.

Since the routing mechanism in RHiNET-2/SW is simple1, it
accepts various topologies and routing algorithms by rewriting
the routing table. Each switch is equipped with a simple
control processor, and the content of routing table is loaded
from the processor at initialization.

C. System Software

It is difficult that MPI function is directly associated with
PUSH/PULL or PIO-based primitives[18]. Thus, a low-level
communication library PMv2[20], and SCore cluster system
software[27] are implemented on the RHiNET-2 cluster[18].
SCore is a high-performance parallel programming environ-
ment for PC clusters, and it provides MPI library (MPICH-
SCore). SCore and MPICH-SCore are open source software,
and they improve bandwidth and latency compared with GM
software on Myrinet[20]. The detail of the RHiNET-2 cluster
and its performance are described in [18] and [19].

IV. PERFORMANCE EVALUATION

In this section, we will evaluate performance of unicast
routings, multicasts, topologies, and channel buffer sizes on
the RHiNET-2 cluster.

A. Environment

1) Implementation of Deterministic Routings: We imple-
mented up*/down, prefix, the SBP, and the DL routings con-
sidering a large number of virtual channels2 in the RHiNET-2
cluster.

We used four topologies for routing evaluation shown in
Figure 1. In the irregular topologies, since routing algorithms
take different path hops, we can investigate the impact of rout-
ing hops on system performance. Also, in order to investigate
the impact of virtual channels, up*/down* routing is evaluated
about the case where the number of virtual channels is 1, or 2
as follows; each path does not change a number of its virtual
channels at intermediate switches so as to simply distribute
the traffic uniformly among virtual channels. When there are
alternative paths, the traffic balancing algorithm is mostly used
to select a path[23]. We employed two virtual channels in the
DL routing, and their properties on the topologies are shown
in Table I.

2) Implementation of Multicasts: We implemented a barrier
synchronization operation using the unicast-based multicasts
as a foundation of collective communication operations. The
barrier synchronization is done by (1) the root host gathers
the request messages from all hosts, and (2) the root host
distributes the release messages to all hosts. Thus, the bar-
rier synchronization with 64 hosts requires 12 unicast steps

1RHiNET-2/SW is originally designed for a simple deadlock-free determin-
istic routing called the modified structured channel[26] for supporting arbitrary
topologies.

2“The number of virtual channels” in this evaluation represents the number
of virtual channels used by data-transmission packets. Notice that system
control packets will also use the same number of virtual channels numbered
from 8 to 15.

consisting of its collection for 6 steps and its release for 6
steps.

Collective operations, such as MPI Allreduce, usually con-
sist of each of the multicast operation, whose access pattern
is similar to one in barrier synchronization, and their specific
calculation. Consequently, barrier synchronization can be con-
sidered as a primitive collective communication.

The RO, SHO, HIO, Switch-based Contention Order (SCO),
1SHO-3RO and Switch-based Host-ID Order (SHIO) algo-
rithms are used. The RO, SHO, and HIO algorithms have been
mentioned in Section II. The SCO, 1SHO-3RO, and SHIO
algorithms are introduced only to investigate performance
factors of unicast-based multicasts.

a) The SCO Algorithm: The SCO algorithm is intro-
duced to investigate the effect of decreasing unicast con-
tentions on the SHO algorithm. In order to increase con-
tentions, the SCO algorithm reverses the order of a two-step
hierarchical multicast (intraswitch and interswitch) of the SHO
algorithm. That is, after sending packets to intraswitch hosts, it
sends packets to hosts via some switches. Since there are four
hosts connected to a single switch in the RHiNET-2 cluster, the
SCO algorithm would cause the contention with four packets
in a channel between switches.

b) The 1SHO-3RO Algorithm: The 1SHO-3RO algo-
rithm is introduced to investigate the effect of reducing unicast
hops within a group (intraswitch) on the SHO algorithm. First,
the 1SHO-3RO algorithm delivers data to a single host in
each group as well as the SHO algorithm. Second, unlike
the SHO algorithm, it delivers the remaining destination hosts
in a random visiting order from hosts already received data.
Through comparing the SHO and 1SHO-3RO algorithms, the
effect of intraswitch communication in the SHO algorithm is
analyzed.

c) The SHIO Algorithm: The SHIO algorithm is the same
as the SHO algorithm except for interswitch unicast order. The
SHIO algorithm sends data to a single host at each switch in
a visiting order of low switch-ID (identifier), while the SHO
algorithm sends in a random order.

All algorithms except the SHIO and HIO can take various
visiting orders including the root selection. Thus, ten different
visiting orders are randomly generated and evaluated.

3) Topologies: We evaluated various topologies so as to
investigate the impact of them on the RHiNET-2 cluster. Since
SANs accept both direct and indirect networks, we evaluated
topologies without distinction of direct and indirect networks.

First, we use typical direct networks, two-dimensional mesh
and torus, shown in Figure 1. They are easy to establish well-
distributed paths because of their symmetric connections.

Second, the layered indirect network is used as shown
in Figure 4(a). Fat tree mitigates the tree problem that the
traffic concentrates around the root by introducing multiple
tree structures.

Finally, we try the flat topology called Myrinet Clos as
shown in Figure 4(b). Myrinet Clos network is close to the
perfect connection. Path hops and bisection width of these
topologies are shown in Table I and III.

4) Measures: First, we measured bandwidth and barrier
synchronization time, which are essential for supporting par-
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TABLE III
PATH HOPS AND BISECTION WIDTH

Topology (switch) Avg. hops Max. hops Bisection width
Ring(8) 3.00 5 2W
Mesh (4×2) 2.75 5 2W
Torus(4×2) 2.50 4 4W
Myrinet-Clos(8) 2.25 3 8W
Fat-Tree(14) 3.75 5 4W

allel processing. The former is the average bandwidth under
the condition that each host repeatedly injects packets using
PUSH primitive as short intervals as possible. The following
typical traffic patterns are used:

• bit-reversal
A host with the identifier (a0, a1, · · · , an−1) sends a
packet to the host whose identifier is the bit reversal
(an−1, · · · , a1, a0) of the source host.

• matrix transpose
A host (x, y) sends a packet to the host (k − y − 1, k −
x − 1)(k is the number of hosts in each dimension) or
(k − x− 1, k − y − 1) when x + y = k − 1.

Packet sizes are set to be up to 229 flits (1,832 Byte in
total). On the other hand, the latter is the average execution
time of unicast-based barrier synchronization using PIO-based
communication on 100,000 trials. Packet sizes are set as the
smallest length (17 flits,136 Byte) and 69 flits (552 Byte) 3.

Second, we measured execution time of BT (Block Tridiag-
onal solver), CG (Conjugate Gradient), IS (Integer Sort), LU
(LU-decomposition), MG (Multi-Grid solver) and SP (Scalar
Pentadiagonal solver) from NAS parallel benchmarks 2.3[28]
[29]. The number of hosts (processes) is 16, 32, or 64 under
using 1, 2, or 4 hosts per switch. Since the RHiNET-2 cluster
are intended to run scientific applications, we also evaluated
routing algorithms using Himeno Benchmark[30], which is a
kernel in a linear solver of pressure Poisson equation which
appears in an incompressible Navier-Stokes solver. However,
the RHiNET-2 cluster with any routing algorithm achieves 824
MFLOPS in 16 hosts under the small set. We consider that
it is memory-bandwidth bounded in the RHiNET-2 cluster.
Thus, we mainly focus on NAS parallel benchmarks as parallel
applications.

3The former consists of header and tailer for total 5 flits, raw data for 1
flit and hardware padding for remaining flits. On the other hand, the latter
includes header and tailer for 5 flits, and 512-Byte raw data for 64 flits.

B. Routing Impact

In this subsection, we focus on performance evaluation of
routing algorithms. Figure 5 shows the bandwidth of each
routing algorithm. In this figure, the vertical axis represents
bandwidth, while the horizontal one represents the data size of
each packet. “SBP(6vch)” shows the structured channel pools
using six virtual channels, while “Up*/Down* (1vch)” shows
up*/down* routing based on the BFS spanning tree using one
virtual channel. Dimension-order routing[5], which uses y-
dimension channels after using x-dimension channels, is also
evaluated so as to compare path distribution in the mesh and
torus. In dimension-order routing in the torus, we employ two
virtual channels to avoid deadlocks. In each dimension, virtual
channel 1 is firstly used. Only when a wrap-around channel
is used, a number of virtual channel is changed from 1 to
0. Figure 5(i) shows the minimum and maximum bandwidth
of individual source hosts. The DL routing has smaller gap
between minimum and maximum bandwidth than that of
up*/down* routing, because the DL routing takes minimal
well-distributed paths. Thus, it can be said the DL routing
provides more stable communication.

As shown in Figure 5, the DL routing and the SBP achieve
up to 57 % improvement compared with up*/down* routing,
while the bandwidth of the DL routing and the SBP is almost
the same. Thus, we consider that a deadlock-free routing, that
1) takes shorter paths and 2) distributes them more uniformly,
achieves higher bandwidth.
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In order to investigate the former —shorter paths—, we
shows a relation between the bandwidth of two hosts and
their distance under 229-flits-length packets in Figure 6(a).
Bandwidth decreases by about 7.5 MByte/sec per hop, because
a packet is injected after receiving an acknowledgment of the
previous packet. We employ the simple reception protocol
as a fundamental evaluation of bandwidth, because it is a
fundamental reliable communication protocol between hosts.
In addition, a large number of negative acknowledgments,
and re-sent packets would be consecutively generated, which
would seriously degrade bandwidth, when a destination host
occurs a trouble under the no-ack-wait protocol. We evaluate
and compare the acknowledge reception protocols at Section
4.5.

As well as path hops, the latter —path distribution— effects
on the bandwidth, because dimension-order routing, which
distributes paths most uniformly, achieves higher bandwidth
than the other minimal routings under the mesh and torus in
Figure 5. The DFS up*/down* routing outperforms the BFS
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Fig. 5. Routing bandwidth under 32 hosts

up*/down* routing, which provides smaller path hops than the
DFS one in Topology A. Since the DFS up*/down* routing
efficiently avoids unbalanced paths, it also indicates that path
distribution can not be ignored.
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Fig. 7. Bandwidth of path selection algorithms

Here, Figure 7 shows the impact of the path selection
policy at initial path search on each routing algorithm. “Well-
distributed” is the traffic balancing algorithm[23], and it used
the same path search method as shown in Figure 5. On the
other hand, “low port first” chooses a path with a smaller
port number at a switch[24]. Figure 7 demonstrates that the
path selection influences up to 15% of total bandwidth. It
can be said that path distribution has an effect on bandwidth

especially at topologies with the larger number of links. Each
routing with a well-distribution achieves higher bandwidth
than that with low port first in all the cases except for the
SBP in the mesh. The SBP with low port first is suitable for
the mesh topology, since it selects the similar physical paths
to dimension-order routing which efficiently distributes paths
using the simple rule.

On the contrary, as shown in Figure 5, the number of
virtual channels gives only small impact on bandwidth in every
deadlock-free routing. Since a virtual channel mechanism can
reduce head-of-line (HOL) blocks, it improves bandwidth
by increasing channel utilization. However, in deterministic
routing which can’t dynamically select an output virtual-
channel number at a switch, a virtual channel mechanism
is infirm of avoiding HOL blocks compared with adaptive
routing.

Consequently, we confirm that 1) path length and 2) path
distribution are the main factors that influence the routing
bandwidth. From both viewpoints, the DL routing and the SBP
outperform up*/down* routing, and the DL routing is similar
to the SBP. Since the impact of virtual channels is small, the
DL routing is better than the SBP, which wastes the larger
number of virtual channels.

The execution time of barrier synchronization with 17-flits-
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TABLE IV
LATENCY OF BARRIER SYNCHRONIZATION USING THE RO MULTICAST

ALGORITHM( µSEC)

Topology A Topology B Mesh
Avg Max - Min Avg Avg

Prefix (1vch) 52.39(60.54) 2.10 49.70 51.49
Up*/Down*(1vch) 50.49 (59.77) 2.44 48.65 45.78
Up*/Down*(2vch) 50.53 (59.87) 2.10 48.68 45.77
DFS U/D (1vch) 51.59 (44.65) 0.86 46.75 44.72
SBP 47.83 (44.58) 1.46 46.61 45.61
DL(2vch) 47.86 (44.60) 2.03 46.65 45.62

packets using the RO algorithm is shown in Table IV. The
parenthesized number indicates results under the RO visiting
order, in which there is the largest difference on routing
performance, in Table IV. “MIN” is the minimum barrier-
complete time of individual hosts. Table IV illustrates the
following properties; 1) in the mesh, the three deadlock-free
routings require the same average hops, and they achieve
almost the same latency of barrier synchronization: 2) in
Topology A and B, the barrier synchronization time of the
DL routing and the SBP are almost the same, and up to 34%
better than that of up*/down* routing. Thus, we consider that
the routing latency of barrier synchronization is influenced
with the average hops of packets. Here, Figure 6(b) shows
a relation between barrier synchronization time of two hosts
and their distance, and it demonstrates that latency increases
about 0.7 µsec per hop. Since a unicast-based multicast with
64 hosts requires 12 unicast steps, an important issue of
barrier synchronization is how the average hops of unicast are
decreased. In this sense, the DL routing and the SBP, which
take minimal paths in such topologies, are desirable.

Table V, VI and VII show that the execution time of NAS
parallel benchmarks. A small problem, class S, is sometimes
used in each benchmark, because RHiNET-2/SW has a bug
at flow control, that sometimes discards data in a specific
communication. Then, the RHiNET-2 cluster is difficult to
completely run large-sized applications. However, the com-
munication ratio against computation is relatively increased
under small-sized parallel applications. From the viewpoint of
routing evaluation, it is also valuable.

As shown in them, the DL routing improves 3.2% execution
time compared with up*/down* routing. We investigate the
detailed itemization of the computation and communication
time under using two virtual channels in Table VIII. Each item
is defined as follows: 1) “MPI overhead” is software overhead
in MPI library; 2) “PM overhead” is software overhead in
PM library; 3) “send ready” is waiting time for send buffer
allocation; 4) “pkt” is waiting time for packet; 5) “NIC” ready
is waiting time for a network interface to be ready to process
the next packet; 6) “ACK” is waiting time for receiving an
acknowledgment of previously sent packet.

“MPI overhead” and “PM overhead” are pure software
overhead, which routing performance doesn’t affect. In PM
message communication, memory space is statically allocated
for message send/receive buffer. Therefore, when a send buffer
is full, a sender process waits until the buffer becomes free
again. Likewise, if no packet has been received yet, a receiver

process waits for a packet. Send ready and packet waiting
times include overhead of network, however most of them
come from a timing gap of send/receive operations. Since
“NIC ready” is overhead of a network interface, network
performance including routing algorithm doesn’t affect it. On
the other hand, “ACK” is time after a packet is passed to a
network interface until an acknowledgment comes back. Thus,
it is greatly influenced by the network performance including
routing algorithm.

We measured the itemization of communication at PM
library level. We inserted Intel CPU’s read-time stamp counter
(RDTSC) instructions into PM library code, and recorded
elapsed clocks in each itemized section. The RDTSC instruc-
tion takes about fifty clocks, so latency of the RDTSC instruc-
tion is about 54 nanoseconds in the evaluation environment
(933MHz CPU). This value is sufficiently small.

Table VIII illustrates that the execution time is strongly
influenced by the communication operation. However, a pe-
riod of flying packets is short, while the software overhead
including MPI and PM is large. Since we consider that network
bandwidth is hardly saturated under any routing algorithm, the
routing impact on the execution time is limited.
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Fig. 8. Routing bandwidth under MPI level, bit-reversal, Topology A

Here, Figure 8 shows routing bandwidth using
MPI Send/MPI Recv operations under bit-reversal traffic,
and it illustrates the DL routing increases 33% of bandwidth
compared with up*/down* routing. A packet is inserted in
the shortest interval at each host on bandwidth measurement,
while the small number of packets are partially and spatially
generated on NAS parallel benchmarks. Thus, we consider that
the impact of routing algorithms on bandwidth measurement
is enhanced compared with that in NAS parallel benchmarks.

From the viewpoint of system balance in PC clusters, in
general, it can be said that the network bandwidth (6Gbps) is
enhanced compared with CPU computation power(933MHz)
and memory size(1GB). This leads the impact of routing
algorithms tends to be small in the RHiNET-2 cluster. Nev-
ertheless, the routing algorithm affects the execution time in
the RHiNET-2 cluster. We consider that the routing algorithm
increasingly influences in most of real PC clusters.

C. Multicast Impact

In this subsection, we focus on performance evaluation of
unicast-based multicasts. Table IX, X, and XI show execution
time of barrier synchronization with 17-flits-packets. They
demonstrate that the RO algorithm wastes up to 112% latency
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TABLE V
EXECUTION TIME OF CG, LU, IS, SP AND BT BENCHMARKS UNDER TOPOLOGY A AND B(SEC)

CG.S.16 LU.W.16 IS.S.16 IS.S.32 IS.S.64 SP.S.16 BT.S.16
Up*/Down* (1vch, T.A) 0.20600 7.78050 0.01886 0.02169 0.11798 0.224 0.179
Up*/Down* (2vch, T.A) 0.20633 7.81633 0.01883 0.02157 0.11798 0.224 0.180
DL (2vch, T.A) 0.20450 7.76525 0.01850 0.02091 0.11751 0.224 0.179
Up*/Down* (1vch, T.B) 0.20325 7.79975 0.01846 0.02087 0.11704 0.224 0.180
Up*/Down* (2vch, T.B) 0.20450 7.79450 0.01843 0.02077 0.11704 0.224 0.178
DL (2vch, T.B) 0.20400 7.77257 0.01838 0.02052 0.11681 0.223 0.178

TABLE VI
EXECUTION TIME OF CG, LU, IS, SP, AND BT BENCHMARKS UNDER THE MESH AND TORUS(SEC)

CG.S.16 LU.W.16 IS.S.16 IS.S.32 IS.S.64 SP.S.16 BT.S.16
Up*/Down* (1vch, the mesh) 0.20433 7.78100 0.01842 0.02039 0.11686 0.224 0.178
Up*/Down* (2vch, the mesh) 0.20325 7.78433 0.01854 0.02043 0.11670 0.224 0.179
DL (2vch, the mesh) 0.20325 7.76200 0.01836 0.02052 0.11673 0.222 0.177
Up*/Down*(1vch, the torus) 0.20367 7.77100 0.01837 0.02013 0.11580 0.224 0.180
Up*/Down*(2vch, the torus) 0.20367 7.75350 0.01837 0.02010 0.11631 0.222 0.177
DL (2vch, the torus) 0.20367 7.75225 0.01820 0.02008 0.11631 0.221 0.177

TABLE VII
EXECUTION TIME OF MG AND CG BENCHMARKS UNDER THE MESH AND TORUS WITH 16 HOSTS (SEC)

MG.S MG.W MG.A CG.W CG.A
Max Max Min Avg Max Max Max

U/D(2vch, the mesh) 0.016 0.553 3.256 3.256 3.256 0.759 2.083
DL(2vch, the mesh) 0.016 0.551 3.251 3.251 3.251 0.761 2.083
U/D(2vch, the torus) 0.016 0.550 3.246 3.247 3.247 0.756 2.080
DL(2vch, the torus) 0.016 0.551 3.228 3.229 3.229 0.749 2.048

TABLE VIII
ITEMIZED STATEMENT OF IS, SP, BT, MG, AND CG BENCHMARKS (SEC)

Comp. Communication
Total MPI PM Send ready Pkt NIC ready ACK

DL(IS.S.16, torus) 0.002 0.016 0.002 0.001 0.000 0.008 0.000 0.005
U/D(SP.S.16,T.A) 0.103 0.121 0.035 0.022 0.000 0.043 0.003 0.018
DL (BT.S.16,T.A) 0.088 0.091 0.062 0.007 0.000 0.015 0.001 0.005
DL (MG.W.16, mesh) 0.377 0.174 0.050 0.044 0.000 0.055 0.006 0.019
U/D(MG.A.16, torus) 3.047 0.200 0.036 0.038 0.001 0.087 0.005 0.034
DL (CG.A.16, torus) 1.460 0.588 0.124 0.091 0.001 0.258 0.010 0.104

compared with the SHO algorithm. The SHO algorithm de-
creases contentions and unicast hops because of its grouping,
while the RO algorithm takes unicasts with the average routing
hops.

First, we compare the SCO and 1SHO-3RO algorithms with
the SHO algorithm in order to investigate the impact of their
unicast hops and contentions. Although the SCO algorithm
would generate heavy contentions of four packets in a channel
between switches, the SCO algorithm increases up to only
5.5% of execution time, which is smaller than the performance
gap between the RO and SHO algorithms. Thus, we consider
that the contention is not a main factor of latency in this
case. On the other hand, the 1SHO-3RO and RO algorithms

have the similar latency, however they degrade 12% of latency
compared with the SHO algorithm. The SHO and 1SHO-3RO
algorithms take different-hops unicasts, and Figure 6(b) shows
that latency increases by 0.7 µsec per hop. Thus, it can be said
that unicast hops are the main factor that improves multicast
algorithms under small-length-packets.

Second, the SHIO and HIO algorithms are compared with
the others. The RHiNET-2 cluster assigns the ID to each
host in the order of low switch-coordinates number. Also in
general, this simple host-ID allocation may be used because
of its simplicity. Under such an allocation, the SHIO and HIO
algorithms improve up to 28% execution time compared with
the RO algorithms as shown in Table IX, X, and XI, because
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TABLE IX
LATENCY OF BARRIER SYNCHRONIZATION UNDER TOPOLOGY A (µSEC)

Prefix Up*/Down* DL SBP
Avg Avg Max - Min Avg Avg

RO 52.39 50.53 2.10 47.86 47.83
SHO 47.31 45.09 0.23 43.97 43.98
SCO 49.59 45.79 2.07 44.33 44.37
1SHO-3RO 53.02 49.98 5.66 48.05 48.04
SHIO 44.35 38.99 0.15 39.04 39.04
HIO 44.95 39.62 0.78 39.38 39.32

TABLE X
AVERAGE LATENCY OF BARRIER SYNCHRONIZATION UNDER TOPOLOGY B AND THE MESH (µSEC)

Topology B Mesh
Prefix Up*/Down* DL SBP Prefix Up*/Down* DL SBP

RO 49.70 48.68 46.65 46.61 51.49 45.77 45.62 45.61
SHO 44.54 43.95 43.14 43.13 46.20 42.19 42.10 42.10
SCO 47.00 45.02 43.79 43.85 48.52 42.09 42.05 42.07
1SHO-3RO 49.18 48.14 47.07 47.05 51.53 45.92 45.97 45.96
SHIO 40.90 39.86 38.87 38.87 44.32 38.83 38.84 38.85
HIO 43.97 42.85 40.00 40.09 46.14 38.92 38.89 38.92

TABLE XI
AVERAGE LATENCY OF BARRIER SYNCHRONIZATION WITH 16 OR 32 HOSTS(µSEC)

Fat Tree Myrinet Clos Myrinet Clos Mesh
(16host,6sw) (16host,8sw) (32host,8sw) (32host,4×2sw)

RO 27.68 27.62 33.60 35.00
SHO 26.07 25.89 31.90 32.59
SCO 25.90 25.89 31.91 32.55
1SHO-3RO 28.32 28.10 33.32 35.06
SHIO 25.86 25.86 32.42 31.64
HIO 25.85 25.89 32.38 31.65

the SHIO and HIO algorithms generate a large number of
unicasts via only one or two switches. By employing SHIO
algorithm, the variance of execution time in the individual
hosts is reduced.

Third, we focus on the influence of topology and routing
algorithm upon the multicast algorithms. Since the average
hops of unicasts are determined with a pair of topology
and routing algorithm, each multicast algorithm with the DL
routing or the SBP, which takes minimal paths, achieves up
to 19% improvement compared with that with up*/down*
or prefix routing. Similarly, topologies with small diameter
improve execution time of each multicast algorithm.

Finally, Table XII shows execution results of broadcast
using unicasts with 512 Byte data (total 69 flits). We use
6-switches(2,4,1), and 14-switches(2,4,2) as fat trees shown
in Figure 4. Table XII shows the SHO and SHIO algorithms
outperform all of the other algorithms, because contentions are
more critical for 69-flits-packets than 17-flits-packets. Com-
pared with 6-switches fat tree, 14-switches fat-tree increases
the execution time under the same number of hosts. This is
because 14-switches fat tree makes larger unicast hops than

TABLE XII
LATENCY OF BROADCAST WITH 512 BYTE DATA (µSEC)

Mesh(64hosts,16sw) Fat tree Fat tree
(16hosts,14sw) (16hosts,6sw)

Avg Max - Min Avg Avg
RO 65.60 6.78 46.81 37.86
SHO 56.21 2.09 39.06 35.03
SCO 63.08 8.95 40.07 35.73
1SHO-3RO 65.31 8.49 41.05 37.65
SHIO 52.95 0.92 37.29 34.79
HIO 61.65 9.20 38.46 35.65

6-switches one. Consequently, it can be said that reducing
unicast hops has an effect on latency of small-sized multicasts.
On the other hand, decreasing contentions is crucial to middle-
sized multicasts.

D. Topology Impact

In this subsection, we focus on the impact of topologies
on the RHiNET-2 cluster. Figure 9 shows bandwidth of direct
networks using the SBP and indirect networks using minimal
routing with no virtual channels. As shown in Figure 9,
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the torus achieves up to 91% improvement compared with
Topology A. This is because, by using the larger number
of links, packet hops are reduced, and paths can be well-
distributed in the torus. Similarly, Myrinet Clos network,
which takes the shortest well-distributed paths, achieves the
highest bandwidth in Figure 9.

The 14-switches fat tree takes smaller bandwidth than the
8-switches torus and mesh. This means that increasing the
number of switches doesn’t always improve bandwidth, while
only packet hops and path distribution are important. Notice
that, as shown in Figure 6(a) and 9 the torus bandwidth under
complement traffic is similar to bandwidth between two hosts,
whose distance is 3-hops, since the SBP takes three-hops paths
for all packets with contention-free under complement traffic.

Table XIII shows that execution results of barrier synchro-
nization, and the parenthesized number indicates the number
of switches. Two hosts per switch are used for 16-hosts
evaluation in the 14-switches fat tree. As shown in Table XIII,
topologies, that have the smaller average distance between
hosts, achieve the smaller latency. In particular, the 6-switches
fat tree outperforms the 14-switches one. Here, we focus on
topologies with the same average distances— the 8-switches
ring and 8-switches mesh, the Myrinet Clos and 6-switches fat
tree. Then, the former —the ring or Myrinet Clos— decreases
latency compared with the latter —the mesh or 6-switches fat
tree— respectively, because the former has the larger number
of links to distribute paths uniformly.

Finally, Table XIV and XV show the execution results
of CG, LU, IS, SP, BT and MG benchmarks under the DL
routing. The DL routing and the SBP provide the same band-
width on the 16-switches networks as illustrated in Figure 5.
Table XIV and XV demonstrate that the torus improves
up to 4.1% execution time compared with Topology A. As
shown in Table XIV, the fat tree increases 26% of CG
execution time under class S compared with torus. In this
implementation, process allocation to hosts is done in the order
of low switch coordinates. In order to send a packet to a host
(process) connected to the neighbor switch, the Myrinet Clos
network and fat tree require the larger hops than the mesh
and torus. Since CG benchmark generates a large number of
packets to a neighboring process in this implementation, we
consider that topologies influence with the execution time of
CG benchmark.

E. The Impact of Channel Buffer Size, Link Bandwidth, and
Acknowledgment Reception Protocol

Here, we vary the execution environment: channel buffer
size, link bandwidth, and acknowledgment reception protocol.
Figure 10 shows their evaluation results under Topology A.
The “8Gbps” represents the condition in which each of link
bandwidth is 8Gbps. The “VCT” represents that the channel
buffer is fully used, and the “Stop,Go=1” represents that stop
signal is issued as soon as receiving a header flit.

First, we focus on the buffer size. Because of RHiNET-
2/SW circuit delay and link delay, we can only vary within
the limits of more than 75-flits channel buffer sizes. That is, a
destination switch requires 1µs to send stop signal to a source

switch after receiving a header flit. Thus, until stopping the
data flit at the source switch, it has already finished to send
more than 600 Byte data. As shown in Figure10(a) and (b),
the impact of buffer sizes is quite small within the limits of
such channel sizes. This means that large channel buffers are
required to support a long link length rather than improving
bandwidth.

Second, we discuss on the link bandwidth against host I/O
bus. In the RHiNET-2 cluster, with the 66MHz/64bit PCI
bus, the peak bandwidth (4.22 Gbps) is smaller than the link
bandwidth (6Gbps). It seems that a serious host I/O bottleneck
may be introduced. However, as shown in Figure10(a) and
(b), each 8Gbps-link condition outperforms the 6Gbps-link
condition by 12% of average bandwidth. Thus, it can be said
that the impact of I/O bus on average bandwidth is limited.
In addition, [31] reports that application performance is not
affected significantly when switching from PCI-X bus to PCI
bus. In general, CPU performance and network bandwidth
linearly speed up every year, while the host I/O bus is hardly
changed because it is required to be standardized. This leads
that I/O bandwidth tends to be small compared with network
bandwidth in PC clusters as well as the RHiNET-2 cluster.
However, Figure 10(a) and (b) illustrates that routing algorithm
affects bandwidth even in such an environment.

Third, we focus on the acknowledgment reception protocol.
We employed the simple reception protocol, which waits for
an acknowledgment of the previous packet before inserting a
packet, as a fundamental evaluation of bandwidth. Here, we
show another protocol that can insert a packet before receiving
any acknowledgment. In Figure 10(c), (d) and (e), “Ack-Wait”
represents the simple protocol waiting an acknowledgment,
while “No-Ack-Wait” represents the no-wait protocol. By
employing the no-wait protocol, bandwidth between two hosts
is constant under various packet hops. However, even when
employing the no-wait protocol, path hops influence 32 %
of routing bandwidth under each synthetic access pattern. In
up*/down* routing, a packet consumes a larger number of
switches and links, which increase the probability of packet
blocks. We consider that this drastically degrades bandwidth.
Thus, routing algorithm greatly influences the bandwidth under
any acknowledgment reception protocol.

F. Recapitulation of Results

Figure 5 and 9 show that routing algorithms and topologies
influence up to 57 % and 91% of the bandwidth respectively.
On the other hand, they slightly influence the latency of barrier
synchronization and execution time of NAS parallel bench-
marks in many cases. Thus, in the RHiNET-2 cluster, routing
algorithms and topologies don’t always affect the performance
of real applications. RHiNET-2 can be characterized by the
function to connect personal computers within one or more
floors of a building. The function includes address transform
and protection mechanisms that enable zero-copy data transfer
between main memory space of PCs. However, the hardware
mechanism built in the network controller chip Martini treats
this function with almost similar or smaller delay compared
with other existing network interfaces[19]. In addition, the



JOURNAL OF LATEX CLASS FILES, VOL. 1, NO. 8, AUGUST 2002 11

0

30

60

90

120

150

600 900 1200 1500 1800

B
an

dw
id

th
 [

M
B

yt
e/

se
c]

Data Size [Byte]

Topology A
Topology B

Mesh 
Torus

0

30

60

90

120

150

600 900 1200 1500 1800

B
an

dw
id

th
 [

M
B

yt
e/

se
c]

Data Size [Byte]

Topology A
Topology B

Mesh 
Torus

0

40

80

120

160

200

600 900 1200 1500 1800

B
an

dw
id

th
 [

M
B

yt
e/

se
c]

Data Size [Byte]

Ring (8sw)
Mesh ((4x2)sw)
Torus ((4x2)sw)

Myrinet-Clos (8sw)
Fat Tree (14sw)

(a) Bit-reversal, 32 hosts (b) Matrix trans., 32 hosts (c) Bit-reversal, 16 hosts

Fig. 9. Topology bandwidth

TABLE XIII
TOPOLOGY LATENCY OF BARRIER SYNCHRONIZATION (µSEC)

64 hosts 32 hosts 16 hosts
Topology Latency Topology Latency Topology Latency
Topology A 47.83 Ring(8sw) 36.51 Ring (4sw) 26.33
Topology B 46.61 Mesh ((4×2)sw) 35.00 Fat Tree(2,4,2)(14sw) 32.03
Mesh((4×4)sw) 45.61 Torus((4×2)sw) 34.02 Fat Tree(2,4,1)(6sw) 27.68
Torus((4×4)sw) 44.09 Myrinet-Clos(8sw) 33.60 Myrinet-Clos(8sw) 27.62

TABLE XIV
TOPOLOGY EXECUTION TIME OF CG, LU, AND IS BENCHMARKS (SEC)

CG.S.16 LU.W.16 IS.S.16 IS.S.32 IS.S.64
T. A 0.20450 7.76525 0.01850 0.02091 0.11751
T. B 0.20400 7.77257 0.01838 0.02052 0.11674
Mesh ((4×4)sw) 0.20325 7.76200 0.01836 0.02052 0.11673
Torus ((4×4)sw) 0.20367 7.75225 0.01820 0.02008 0.11631
Ring(8sw) 0.16300 7.44067 0.01629 0.01736 —
Mesh ((4×2)sw) 0.16300 7.40233 0.01620 0.01735 —
Torus((4×2)sw) 0.16233 7.43900 0.01611 0.01702 —
Myrinet Clos(8sw) 0.20200 7.79100 0.01840 0.01994 —
Fat Tree(6sw) 0.20433 7.77700 0.01832 — —

TABLE XV
TOPOLOGY EXECUTION TIME OF SP, BT, MG, AND CG BENCHMARKS UNDER 16-SWITCHES TOPOLOGIES(SEC)

SP.S.16 BT.S.16 MG.S.16 MG.W.16 MG.A.16 CG.A.16
T. A 0.224 0.179 0.017 0.557 — —
T. B 0.223 0.178 0.017 0.557 — —
Mesh 0.222 0.177 0.016 0.551 3.251 2.083
Torus 0.221 0.177 0.016 0.551 3.229 2.048

fundamental technologies in RHiNET-2 are similar to those
used in other SANs as shown in Table XVI.

The RHiNET-2 cluster uses the same-specification hosts
with short (2m and 5m) cables under no other application load.
Its construction and usage are the same as those of common
PC clusters. Thus, these results can be considered as one of
general results using SANs.

G. Comparison with Results from Simulation Study

Routing, topologies and other network issues of PC clusters
have been analyzed by the following techniques: 1) theoret-

ical analysis; 2) probabilistic simulation; 3) execution driven
simulation; and 4) execution on real machines. The theoretical
analysis would be difficult to model large complicated network
systems in detail. Although the probabilistic simulation has
been frequently used for analysis of routing algorithms, traffic
pattern is not usually based on real applications. Recently,
sophisticated execution driven simulation environments have
been developed[32], and network can be analyzed with pre-
cisely modeled network interfaces and switches under real
traffic. Although it could take a long time to simulate a
minutely modeled host with operating system especially for
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Fig. 10. Bandwidth of various buffer sizes, link speed, and ack protocols

TABLE XVI
FEATURES OF SANS

RHiNET-2 Myrinet-2k QsNET II InfiniBand
Routing Distributed Source Source Distributed
Multicast Unicast- Unicast- Tree- and Tree- and

unicast- unicast-
Topology Free Free Fat Tree Free
Flow control Go/Stop Go/Stop Wormhole Credit Based
Link speed 8Gbps 2Gbps 8Gbps 10Gbps(4x)

large systems, performance evaluation and analysis of PC
clusters with monitoring tools have been done[33][34]. How-
ever, most of these performance evaluation studies focus on
fundamental performance of network interfaces and switches.
Also, there are a large number of researches on performance
evaluation with real PC clusters[35][36][31], and most of them
focus on the network performance itself with a fixed network
configuration.

A simulation study using a probabilistic model has reported
that the impact of the routing performance on SANs is
larger than that shown here[13]. For example, our simulation
results[13] show that the DL routing improves up to 67% of
throughput compared with up*/down* routing in 16-switches
irregular networks. Also, it has reported the path selection
using the static analysis of paths improves up to 71% of
throughput. Notice that this simulation condition—virtual cut-
through, three virtual channels, and 128-flit packet length—
is similar to that in the RHiNET-2 cluster. The RHiNET-2
cluster shows the following different results from the simu-
lation results: 1) the path selection influences only 15% of
bandwidth. 2) the number of virtual channels doesn’t affect
the performance so much. Both demonstrate that path length
is relatively important in the real machines. However, we can’t
ignore the difference between the measure of real systems and

simulations one. Throughput is usually defined as maximum
accepted flits per host per clock cycle in simulations[16],
whereas bandwidth B is measured in real systems including
the RHiNET-2 as follows.

B = D/T

Where D is the data size and T is the time until receiving the
acknowledgment. Thus, path length indirectly affects through-
put in simulations, while it greatly influences the bandwidth
in real machines. This indicates the impact of both path
selection and path length is smaller than that in the simulation
studies. Since such simulations usually simplify host functions,
the packet interval is usually determined regardless of host
processing. On the other hand, the packet interval of the
RHiNET-2 cluster includes the processing time (e.g. the DMA
transfer to memory and the generation of acknowledge packets
at each host). Thus, we consider that the effect of routing
algorithms in simulations is enhanced compared with that in
the RHiNET-2 cluster.

V. CONCLUSIONS

In this paper, we implemented and evaluated deadlock-free
routings and unicast-based multicasts under various topologies
and channel buffer sizes on the RHiNET-2 cluster with 64
hosts. Execution results show that descending layers (DL)
routing and structured channel pools improve up to 57% of
bandwidth and 34% of barrier synchronization time compared
with up*/down* routing. They also show that, by visiting
hosts in numerical order, execution time of unicast-based
barrier synchronization is improved up to 28% compared
with that in random order. Regarding topology, the torus
achieves up to 91% improvement on bandwidth compared with
a simple topology including irregularity. However, channel
buffer sizes don’t affect the bandwidth in the RHiNET-2
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cluster. In addition to fundamental evaluation, we appraise
them using NAS Parallel Benchmarks, and the DL routing
achieves 3.2% improvement on their execution time compared
with up*/down* routing.
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