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Abstract

In order to solve traffic unbalancing caused by
up*/down*routingfor irregular networks,two-dimensional
directionis introducedinto a spanningtree,andnovelrout-
ing algorithmsbasedon two-dimensionalturn modelare
proposed.Theproposedalgorithmsimprovetraffic balanc-
ingbyselectingprohibitedturnsfor deadlock-freecarefully.
Simulationresultsdemonstratethat proposedalgorithms
improveboththeperformanceandstability.

1 Intr oduction

High performancedistributedcomputingsystemsusing
commoditycomponents,suchaspersonalcomputers,inter-
connectedwith a high-speednetwork[1],[2],[3] have been
widely developedbecauseof their high performanceper
cost.

In suchsystems,switch-basedirregular networks,such
asMyrinet[1], areoften requiredfor high degreeof flexi-
bility andscalabilityof wiring. Irregularity of interconnec-
tion introducesdifficulty on guaranteeof connectivity and
deadlock-freepackettransfer, andspanningtreebasedrout-
ing algorithms[2]which usetheconnectivity andacyclicity
of spanningtreesarenoticedaspracticalsolutions.

Up*/down* routing is the most popular spanningtree
basedrouting algorithm[2] and can be easily applied for
both regularandirregularnetworks. By restrictingpacket
transfer direction basedon the turn model[4] on one-
dimensionallayeredstructureof a spanningtree,cyclic de-
pendenciesbetweenchannelsare removed, and deadlock
canbe avoided. However, it is difficult to utilize network
bandwidtheffectively, sincetraffic balancingis hardto be
caredby a simpleone-dimensionalturn model.

In this paper, we proposenew routingalgorithmswhich
arebasedon two-dimensionalturn modelusinga specific
spanningtreecalledH/V tree.

2 Up*/Down* Routing

Up*/down* routing is the most popular deadlock-free
routingalgorithmfor irregularnetworks,andhasbeenused
in Autonet[2] andMyrinet[1]. It canbe easilyappliedfor
bothregularandirregularnetworksbecauseof its simplic-
ity. In order to guaranteeconnectivity and deadlock-free
for irregularnetworks,it exploits a spanningtreebaseddi-
rectedgraphin which up or downdirection is assignedto
eachnetworkchannel.

Thetraditionalspanningtreeusedin Autonetis theBFS
(Breadth-FirstSearch)spanningtree. The MDST (Mini-
mumDepthSpanningTree)[2] is oneof theBFSspanning
tree. In theMDST, topologicaldistanceof eachnodefrom
theroot is alwaysminimum.

After building thespanningtree,adirectedgraphis con-
structedby assigningup or down directionto eachnetwork
channelbasedon one-dimensionallayeredstructureof the
spanningtreeasfollows. The “up” endof eachlink is de-
finedas:(1) theendwhoseswitchis closerto theroot in the
spanningtree;(2) theendwhoseswitchhasthelowerID, if
bothendsareat theswitcheswith thesametreelevel.

Up*/down* routing avoids the deadlockusing the turn
model[4]. In this model,all directionsof packetturnsand
their cyclesin the target networkareanalyzed.Then,just
enoughof theturnsto breakall of thecyclesareprohibited.

Sinceonly one-dimensionaldirection:up or down is in-
cluded in up*/down* directedgraph, only two turns and
onecycle aredetected.Thus,cyclic dependenciesbetween
channelsarebrokenbasedon a simplerestriction:a packet
mustbetransferredby usingchannelswith theupdirection
(if needed)followedby channelswith thedowndirection(if
needed).This restrictionpreventsapacketturningfrom the
down directionto theup direction.

Although deadlockis avoidedwith this simple restric-
tion, thereis no flexibility aboutselectingprohibitedturns
in thismethod.Thus,apairof prohibitedturnsbetweentwo
links is alwaysformedasshown in Figure1. In Figure1,a
pair of prohibitedturnsis formedat nodeB andthreepairs
of prohibitedturnsareformedatnodeA. Thisconcentration
of prohibitedturnsin up*/down* routingmaycauseanun-
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Figure 1. A pair of prohibited turns in
up*/do wn* routing

balancedtraffic thatdegradeseffectivenetworkbandwidth.

3 2D Turn Model BasedRouting Algorithms

3.1 Construction of H/V Graph

Here, we extend the one-dimensionaldirected graph
usedin up*/down* routing,andintroducetwo-dimensional
directedgraphwhich is calledH/V graph.

H/V graph is constructedbasedon a spanningtree as
follows.

1. Building a BFS spanningtree

First, the BFS spanningtree is built as the samemanner
for up*/down* routing,suchastheMDST. After buildinga
spanningtree,depthis assignedto eachnode.Thedepthis
minimaldistancefrom therootnodein theverticaldirection
andusedto determinetheverticaldirection(up or down) of
eachchannellike up*/down* routing.

For example,Figure 2(a) shows the assignmentof the
depthto a 9-switch irregularnetwork. As shown in Fig-
ure2(a),thesamedepthcanbeassignedto differentnodes.

2. Assignmentof width to eachnode

In order to constructtwo-dimensionaldirectedgraph,we
assignwidth to eachnodefor introducingthehorizontaldi-
rection:left or right.

The width of each node is determinedby pre-order
traversalfrom the root node. An ascendingintegeris as-
signedtoeachnodein theorderof visitingduringthetraver-
sal.After theassignmentof thewidth, two-dimensionalco-
ordinatesof eachnodearedetermined.Coordinatesof the
node � arerepresentedas �����	��

����� where
 and � are
thewidth andthedepthof thenode � respectively.

For example,theassignmentof thewidth to thenetwork
in Figure 2(a) is shown in Figure 2(b). As shown in the
figure,thewidth of eachnodeis alwaysuniqueby thepre-
order traversalandso the two-dimensionalcoordinatesof
eachnodearealsounique.

Sincetwo or morechildrennodescanbeselectedasthe
next visit nodein the pre-ordertraversal,several selection
rulescanbeapplied.Thus,variousH/V graphscanbebuilt
from thesametargetnetwork.
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Figure 2. Assignment of depth and width

3. Assignmentof directions to eachchannel

Here,theverticaldirectionandthehorizontaldirectionare
assignedto eachchannelbasedon thetwo-dimensionalco-
ordinatesof eachnode.

First, the horizontaldirectionis assignedto eachchan-
nel. Thehorizontaldirectionfor thechannelfrom node �
to node� is determinedby thefollowing conditions.When
the coordinatesof node � and � are ��������
���������� and��������
 �!���"�#� respectively:

1. if 
$�&%'
 � , thenleft directionis assigned,and

2. if 
 �&( 
 � , thenright directionis assigned.

Next, the verticaldirectionis assignedto eachchannel.
Theverticaldirectionfor thechannelfrom node � to node� is determinedby thefollowing conditions:

1. if �����'%'� � �$)*�+�����,�-� � �$./��
$�&%'
 � �+� , then
up directionis assigned,and

2. if ����� ( � � ��),�0��������� � ��.'��
$� ( 
 � �0� , then
downdirectionis assigned.

Finally, one of the four H/V directionsis assignedto
eachchannelbasedon the assignedhorizontaland verti-
cal direction. H/V directionof eachchannel1324��56�87 � is
definedwith a pair of horizontaldirection( 5 ) andvertical
direction(7 ). That is, thedirectionof 1329��:<;>="?@��A6B$� chan-
nel is called left-up(LU) direction. Similarly, the direction
of 1329��:C;>="?D�@E"FHGJIK� channel,132L��MONQPR5S?D��A6B$� channeland1329��MTNQPR5S?D�DE"FHGUIK� channelarecalledleft-down(LD)direc-
tion, right-up(RU) direction, and right-down(RD)respec-
tively. In this paper, we call a channelwith EDNQM H/V di-
rectionas EDNQM channel.TheseH/V directionsareusedfor
thedefinitionof ourturnmodelbasedroutings.After theas-
signmentof theH/V directionto eachchannel,H/V graph
is constructed.

Figure3 shows the H/V graphfor the network in Fig-
ure2. Thesubgraphof H/V graph,which consistsof only
channelsin thespanningtree,is calledH/V tree.

3.2 Definition of 2D Turn Model BasedRouting
Algorithms

Deadlock-freerouting algorithmsaredefinedby apply-
ing the two-dimensionalturn model to the H/V graphas
follows.
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Figure 3. H/V Graph
1. Identifying all possibletur ns

First, we representa packetturn from a direction BSMV;+7 to
anotherdirectionI�;0
6? asW XZY+[0\S] ^O[0_a` .

Sincethereare four H/V directionsin H/V graph, the
numberof possibleturns is twelve as shown in Figure4.
Figure4 showsall possibleturnsfrom oneH/V directionto
anotherH/V directionin H/V graph.In Figure4, thereexist
eight90-degreeturnsandfour 180-degreeturns.
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Figure 4. All possible turns in H/V Graph

2. Identifying all possiblecyclesand choosingthe pro-
hibited turns

Weidentify all possiblecyclesformedby theturnsshown in
Figure4, andprohibitonly turnsenoughto breakall cycles.
For bettertraffic balancing,prohibitedturnsarechosenso
asto avoid theconcentrationof prohibitedturnsaspossible.

Here, a dependency from turn W b to W c is represented
as de;+B$��W b ��W c � if W c canbe formedafter W b . For example,
d4;+B$��W fgXO] hZiHjk^R��W�hli+jR^6] fgX"� is formedin up*/down* routing.
Assumethat a setof turns mZW�nS��W�oD�Dp�pqp��8W ^Vr oDs , where I is
thenumberof turns,formsa cyclein H/V graph.ThecyclemOd4;+B$��W b ��W c �utTv-����N�wyxO�Rz4{"|LI���N9�~}V�>xT�Dp�pqp���I-��xTs is
representedas �K��W n ��W o �Dp�pqp���W ^Vr o � .

First,we identify four simplecyclesin H/V graph.Since
everypairof nodesis connectedthroughlinks belongto the
spanningtreein H/V tree,if onelink which doesn’t belong
to H/V tree(“other link”) connectssometwo nodes,then
two cyclesthroughthe two nodesandtheir ancestornode

arealwaysformedby the“other link” andthespanningtree
links.
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Figure 5. Four possible cyc les in subgraphs
of H/V graph
Figure 5(a),(b) show two simple subgraphswhich in-

troduce such two cycles. In Figure 5(a),(b), node B
and C are connectedwith a link which does not be-
long to the spanningtree, and node A is their ances-
tor node. The differencebetweenthe two subgraphsis
the relative position of node B and C. As shown in the
figures, there exist two cycles in each subgraph. The
cycles in Figure 5(a) are ������W �V� ] �$� ��W � �U] � �K��W � � ] �V���
and ���� ��W �V� ] �$� �8W �$�J] � � ��W � �J] �V� � . On the other hand,
the ones in Figure 5(b) are ���>��W ��� ] �$� ��W �$�#] �V� � and
� � � ��W ��� ] �$���8W��$�#] �V� � . Since� � and � � � arelogically equiv-
alent,only ��� will beconsidered.

In order to break the four cycles,one of the turns in
eachcycle is prohibitedbasedon the following two poli-
cies: (1) W��V� ] �$� must not be prohibited to guarantee
the connectivity, becauseW �V� ] �$� can be formed when a
packettransfersbetweenspanningtree channels. (2) Se-
lectedprohibitedturnsshouldnot form theconcentrationas
shown in Figure1 aspossible.Consideringthesepolicies,mZW � �#] ���K��W � � ] �V�Ks or mZW �$�J] � ����W ���#] � � s are chosenas
prohibitedturnsto break � � and � � � .
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Figure 6. Prohibited turns for H/V graph
As shown in Figure6(a)and(b), thedistribution of pro-

hibited turns is achieved. However, in order to break � � ,
we are obliged to prohibit W �$�#] �V� , which introducesthe
concentrationof prohibitedturnsasshown in Figure6(c),
becauseW �V� ] �$� can’t beprohibited.

Eventually, oneof thefollowing two turn sets,� o or �R� ,
canbechosenfor breakingthefour cycles.

��o�� mZW � �#] �V� ��W � � ] �V� ��W �$�#] �V� s
�k� � mZW �$�#] � � ��W ���#] � �J��W �$�#] ��� s

Next, we identify the remainingcycleswhich don’t in-
cludethe above prohibitedturns. Here, it is assumedthat� o is chosenasprohibitedturnsin thefollowing discussion.

Althoughthreeturnsin � o areprohibited,theothernine
turns in Figure4 can form cycles. The nine turnscanbe
classifiedinto � o ��mHW��V� ] b tTN3���������NL��13s and � � �
mZW b�] cLtVN'���������v����������N,���vO��N@��v���13s where 1��
mO�����D��d��D�#���D��d�s .



Theorem1 Cyclesincludinga turn in �9o includesonein�
oK�
Proof Assumingthat a cycle ���>��W�nS��W�o@�Dp�p�pq��W _ �ap�pqp���W ^Vr oa�
which includesa turn W _ ��
���}V�gxTpqp�p���I��yxS� in �Lo but not
the turn in � o canbe formed. Since W _ is formedwhena
packet transfersfrom LU direction to anotherdirection,a
turn which canbe formed just before W _ mustbe the one
in mZW b�] �V��t N����������N���13s . However, the turn set is
equivalentto � o , andthiscontradictstheaboveassumption.
Therefore,cyclesincludingaturn in � o includesonein � o .�

From Theorem1, thereareno requirementto prohibit� o , sincecyclesinclude � o arebrokenby � o .
As a result,all possiblecyclesincludinga turn with LU

directionarebroken. Thus, the remainingpossiblecycles
areonly onesconsistingof turns in � � which includeno
LU direction. In order to identify suchcycles,we show
TDG(Turn Dependency Graph) for �!� as shown in Fig-
ure7.

cyclic dependency
forming a cycle in 
H/V graph

TRD,RU
TRU,RD TRD,LD TLD,RD

TLD,RU

TRU,LD

Figure 7. Turn Dependency Graph for � �
In Figure7, eachnoderepresentsoneof theturnsin � �

andeacharrow representsadependencybetweentwo turns.
All possiblecyclesby theturnsin theTDG arebasedonone
of thefour cyclesasshown in Figure7 with dottedcycles.

Thefour cyclesarerepresentedasfollows.

1. � o ��W � � ] �$�#�8W��$�#] � �#��W � �#] � � �
2. � ����W �$�#] � � ��W�� � ] � �J��W � �J] ��� �
3. � ¡���W � �U] � � ��W � � ] � � �
4. � ¢���W �$�#] � � ��W � � ] �$� ��W � �U] � � ��W � �U] ��� �

Figure8 shows thesefour cycles.

(a) L 1 (b) L 2 (c) L 3 (d) L 4

Figure 8. Possib le four cyc les formed by turns
in � �
For breakingthe four cycles,oneof the following two

turnsets,� �o or � � �o , is prohibitedbasedonthepoliciesmen-
tionedabove.

� �o � mZW � �#] � � ��W � �#] �$�£s
� � �o � mZW � � ] � � ��W � � ] �$� s

Finally, a turn set: � o �9�y� o w,� �o or � oQ� ��� o w,� � �o is
chosenasprohibitedturns.

Sinceall possiblecycleswith a turn including LU di-
rectionarebrokenby � o andthe otherpossiblecyclesare
brokenby � �o or � � �o , all possiblecyclesarebroken. In al-
mostthesameway, the turn set � �� ��mZW � �#] � � ��W �V� ] � � s
or � � �� �¤mZW � � ] � � ��W���� ] � � s is prohibitedif � � is chosen
insteadof ��o . As a result,a turn set: � � � �¥� � w�� �� or� � �U��� � w,��� �� , is alternative for breakingall cycles.

Theorem2 Deadlock-free is guaranteedby prohibiting
oneof theturn sets,�
o � �D��oQ�@�D� � ��¦ I�E#� � � . �
Proof All possiblecyclesarebrokenby prohibitingoneof
theturnsets.Therefore,deadlock-freeis guaranteed.�
Theorem3 Connectivity between every pair of nodes
is guaranteed when prohibiting one of the turn sets,�
o � �D��oQ�@�a� � ��¦ I�E�� � � . �
Proof The possibleturn in H/V treeis only W���� ] �$� be-
causeit includesonly LU or RDchannels.SinceW �V� ] �$� is
notprohibited,apackettransferbetweeneverypairof nodes
connectedby H/V treeis allowed. Therefore,the connec-
tivity betweeneverypairof nodesis guaranteed.�

3. Cycledetectionalgorithm

In the following discussion, it is assumedthat � �o �mZW � �#] � �K��W�� �J] ��� s is chosenasprohibitedturns.
We definedfour alternative setsof prohibitedturns for

breakingall possiblecyclesin H/V graph.However, thetwo
turnsin � �o , which areprohibitedfor breakingfour cycles
shown in Figure8, don’t alwaysform cycles.Thus,if turns
in � �o are prohibitedstatically, someof the turns may be
prohibitedunnecessarily.

In order to alleviate the problem,a traversalsearchon
the H/V graph is performedfor detectingthe above four
cycles. By employingthe cycle detection,only the turns
in � �o which form eachdetectedcyclein theH/V graphare
prohibited.

Here,thetraversalalgorithmfor cycledetectionis intro-
duced.The traversalstartsfrom all nodeswhich meetone
of thefollowing conditions.

(a). One or more output RU channelsand one or more
outputRD channelsareconnected(formingW � �U] ���
in � �o )

(b). Two or more output RU channelsare connected
(forming W � �J] � � in � �o )

Theprocedureof the traversalconsistsof the following
two steps.



STEP1: Traversal fr om the nodemeeting the condition
(a)

First,thetraversalprocessvisitsanadjacentnodewhichcan
be reachedthroughan outputRD channelfrom the target
node.Onceachannelis usedfor visit, it is markedsoasnot
to be usedagain. Then,if thereexists an availableoutput
channel,adjacentnodesarerecursively visited in the way
of thedepth-firstsearch.A channelis availableif it meets
thebelow conditions:

1. not theLU channel(doesn’tform a turn in � o ),

2. not marked,and

3. doesn’t form a turn which wasprohibitedby thepre-
vioustraversal.

If thereare no available output channels,the traversal
processreturnsto thepreviousvisitednode.Thetargetcy-
cle is detectedif the traversalprocessreturnsto the target
nodethroughanoutputLD channelfrom anadjacentnode.
Then,theturn W � �#] �$� from theLD channelto thefirst used
RD channelis prohibited. The traversalprocesscontinues
until thereareno availableoutputchannels.

The above procedureis performedfor eachoutputRD
channelof thetargetnodein turn.

STEP2: Traversal fr om the nodemeeting the condition
(b)

This traversalis performedin almostthe sameway except
for thefollowing conditions:

1. achannelusedfor thefirst visit is anoutputRU chan-
nel,

2. whena cycleis detected,theturn W � �#] � � is prohib-
ited.

In almostthe sameway, the traversalalgorithmcanbe
employedfor � � �o , � �� , � � �� , respectively.
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Figure 9. A detected cyc le by the traversal
algorithm

Figure9 shows an exampleof a detectedcycle by the
traversalalgorithm.In Figure9, thereexisttwo targetnodes
for the algorithmand threeturns in � �o . As shown in the
figure,only oneturn in ���o is prohibitedbecausethe other
turnsform no cycle.

Thecomputationcostfor thealgorithmis §¨��:©I � � , whereI is the numberof nodesand : is the numberof links per
node.

4. Definition of routing algorithms

Here,we definefour routingalgorithmsbasedon theabove
four prohibitedturn sets.

The routingalgorithmsbasedon the prohibitedturn set� o arecalledL-turn routing(Left-up first tur n routing) .
Sinceall turnsto theLU directionareprohibitedin L-turn
routing,a packetmuststartout in thatdirectionin orderto
reachthedestinationnodein LU direction. Especially, the
routingalgorithmwhichprohibitsturnsin ��o staticallyand
onesin � �o ( � � �o ) dynamicallybasedon the cycle detection
algorithmis calledL-turn/ ª (L-tur n/« ).

Similarly, the routing algorithmsbasedon the prohib-
ited turnset �k� arecalledR-turn routing(Right-down last
turn routing) . Especially, theroutingalgorithmwhichpro-
hibits turns in � � statically and onesin � �� ( � � �� ) dynami-
cally basedon the cycle detectionalgorithm is called R-
turn/ ª (R-tur n/« ).

Sincea packetcantravel on anypathwithout a prohib-
ited turn, nonminimalpathsareavailable. However, a hot-
spot is more likely to be formedwhen nonminimalpaths
areallowedin irregularnetworks.Thus,only minimalpaths
amongall possiblepathsshouldbeavailablein theproposed
routingalgorithms.

4 Performanceevaluation

In this section,performanceof theproposedrouting al-
gorithms is evaluatedby computersimulation, and com-
paredwith the BFS basedup*/down* routing. A flit-level
simulatorwritten in C++ wasusedfor thesimulation.

4.1 Network model

We evaluate each routing algorithms on both irregu-
lar and regularnetworks. Irregular networksinclude 64
switches,and10 different topologiesarerandomlygener-
ated. For eachtopology, thespanningtreewhich provides
minimumcrossingpathsis built. In caseof tie, thespanning
tree which provides the smalleraveragedistanceis used.
Crossingpathsarethe maximumnumberof routing paths
crossingthroughanynetworkchannel,andaveragedistance
is theaveragenumberof hopsin minimal routingpathsbe-
tweenall pairsof switches.

As a regularnetwork,8 ¬ 8 2D torusis used.Eachnet-
work switch has8 ports. 4 portsareusedfor connecting
otherswitches,andtherestareconnectedto processingel-
ements.

4.2 Simulation parameters

Simulationparametersareasfollows.
Eachsimulationis performedin xT�0}S}S}­�0}S}S} clockcycles

andthefirst ®S}­�0}S}S} clockcyclesareignoredfor theevalua-
tion. Packet lengthis 128flits andthetraffic patternis uni-
form. For switchingtechnique,virtual cut-throughis used.
In theswitch,flit transferrequires3 clocks,that is, onefor
routing,onefor transferringa flit from an input channelto
outputchannelthrougha crossbar, andtherestfor transfer-
ring theflit to thenext node.Eachroutingalgorithmselects
only minimalpathsamongall possiblepaths.



4.3 Irr egular networks

Figure 10. Throughput of 5 routing algorithms
on 10 irregular networks with 64 switc hes

Figure10 shows the throughputof 5 routingalgorithms
on 10 different irregular networkswith 64 switches. As
shown in Figure 10, two L-turn routings achieve higher
throughput,approximately27%in average,thanup*/down*
routing in eachtopology. On the otherhand,two R-turn
routingsachieve only a small improvement,approximately
4%,comparedwith up*/down* routing.

Table 1. The average value of the perf or-
mance metrics, Throughput, PT(the number
of prohibited turns), SDPT(the standar d devi-
ation of the number of prohibited turns per
node), AD(average distance) on 10 irregular
netw orks with 64 switc hes

Routing Throughput PT SDPT AD
algorithm

Up*/Down* 0.04518 193.2 3.669 3.844
L-turn/ª 0.05763 184.0 2.225 3.793
L-turn/« 0.05717 185.4 2.269 3.789
R-turn/ª 0.04684 177.0 2.006 3.703
R-turn/« 0.04705 184.5 2.310 3.731

Table1 showstheaveragevalueof theperformancemet-
rics for eachrouting algorithm on 10 topologies. SDPT
shows how uniformly the prohibitedturnsaredistributed.
Sincetheturn modelbasedroutingsprovide smallerSDPT
thanup*/down* routingasshown in Table1, it canbesaid
thattheturn modelbasedroutingsdistributetheprohibited
turnsmoreuniformly. The turn modelbasedroutingsalso
provide smallervalue aboutPT and AD than up*/down*
routing. However, thethroughputof eachR-turnrouting is
poorcomparedwith eachL-turn routingalthoughthey pro-
vide almostequalvalueabouttheotherthreemetrics. The
reasoncanbe explainedasfollows. R-turn routingsallow
all turnstoward ��� directionexcept W �$�#] ��� , which leads
packet toward the root node. On the otherhand,they also
prohibit all turnsfrom ��d direction,which restrainpacket
transfertowardtheleafnodes.Thus,traffic tendsto concen-
tratearoundtheroot nodeanddegradestheperformance.

4.4 8 ¬ 8 2D torus

Figure 11 shows the relation betweenaveragelatency
andacceptedtraffic of 5 routing algorithmson 8 ¬ 8 torus.
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Figure 11. Latency versus accepted traffic for
8 ¬ 8 2D torus

As shown in Figure11, two L-turn routingsachieve much
higherthroughputthantheotherroutingalgorithms.Espe-
cially, L-turn/ª achievesapproximately70%improvement
comparedwith up*/down* routing.Theperformanceof two
R-turnroutingsis still poorcomparedwith L-turn routings.

5 Conclusion

Four routing algorithmsbasedon two-dimensionalturn
modelusingspecificspanningtreecalledH/V treearepro-
posedandevaluated.

Theconceptof theproposedroutingalgorithmsis to dis-
tribute the prohibitedturns for bettertraffic balancing. In
orderto avoid prohibitingturnsunnecessarily, thecyclede-
tectionalgorithmis alsoproposed.

Result of simulations shows that proposed routing
algorithms achieve better performancethan traditional
up*/down* routingbothonirregularandregulartopologies.
Especially, L-turn routingsoffer muchbetterperformance
thanotherones.
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