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Abstract

Recently, adaptive routing algorithms which
achieve a high performance compared with determin-
istic ones are commonly used in large scale parallel
machines. Although their performance is influenced
with an output selection function or output channel
selection algorithm, only a few studies depending on
specific topologies or specific traffic patterns have been
done. In this paper, we propose two output selection
functions called LDSF (load-dependent selection func-
tion) and LRU(Least Recently Used) selection func-
tion, which are not based on a specific topology nor
traffic pattern. Result of simulations shows that pro-
posed output selection functions improved the perfor-
mance compared with traditional ones up to 30%.

1 Introduction

Communication network is one of the critical com-
ponents of a highly parallel multicomputer. Recently,
multicomputers providing more than a thousand com-
putation nodes are commercially available, and effort-
s have been exerted to implement Massively Parallel
Computers (MPCs) with tens of thousands nodes. In
these systems, the interconnection network often dom-
inates the total system performance.

In order to make the best use of potential perfor-
mance of interconnection networks, adaptive routing
algorithms which can select the route of packet dy-
namically have been introduced. In such algorithms,
when a packet encounters a faulty or congested node,
another bypassing route can be selected. However, we
must not forget that an adaptive routing has a possi-
bility of deadlock. There are a lot of researches on
deadlock-free adaptive routing techniques[1][2][3][4].
These techniques are classified into two methods: us-
ing only minimal paths, and using alternative path-
s with additional routing steps. The former method
does not require extra routings while the latter can use
alternative routes more flexibly.

Since multiple paths can be selected in both meth-
ods, an algorithm for selecting an available output
channel should be established. Such algorithm is
called ”output selection function”. Although the out-
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put channel selection function often dominates the sys-
tem performance, only simple algorithms which de-
pend on specific topologies or traffic patterns[5][6][7]
have been proposed. Here, novel output channel se-
lection functions (LDSF and LRU selection function)
which are independent of traffic patterns nor topolo-
gies are proposed and evaluated.

The following sections are organized as follows. Sec-
tion 2 shows traditional output selection functions. In
Section 3, we will propose a new output selection func-
tion called the LDSF (load-dependent selection func-
tion). In Section 4, another simpler algorithm called
the LRU(Least Recently Used) selection function is
proposed. Section 5 shows the performance evaluation
results.

2 Output selection functions

An adaptive routing is a technique to select a route
of packet dynamically. By using it, there exist plural
routes between source and destination node, and each
packet can select them by choosing output channel
dynamically. Selection of the output channel is done
depending on the condition of channels. For example,
if a channel is being used (that is, in busy condition),
the other channel has priority over the busy channel.
But if both output channels are not being used (that is,
in free condition), output selection function will decide
which output channel should be used. These selection
functions are sometimes called routing policies[8][9].

An ideal output selection function is that restrains
a generation of complex cyclic dependency, and dis-
tributes a traffic fairly. Using this ideal output selec-
tion function, all channels in the network would be
effectively used and packets would be smoothly trans-
ferred, thus much improves the performance.

Although a lot of researches have been done on
adaptive routing algorithms[1][2][3][4][10], there are
few studies on an impact of output selection function
to the throughput and latency of networks.

The simplest output selection function is called
“random selection function”. The random selection
function chooses one output channel among available
output channels at random. By using it, traffic will be



distributed to all directions randomly.

“Dimension order selection function” has been pro-
posed for k-ary n-cubes and meshes. It chooses an
output channel which belongs to the lowest dimen-
sion among available output channels. For example,
if there exist free output channels on z,y dimension,
this selection function chooses the = direction output
channel.

On the other hand, “zigzag selection function” [8]
chooses an output channel whose direction has the
maximum hop to the destination. That is, by using
this selection function on the mesh topology, pack-
et will be transferred to a diagonal direction toward
the center of the network. For example, on a two-
dimensional mesh, when a packet is send from source
node s (zs,ys) to destination node d (x4, y4) and both
the z direction channel and y direction channel are
free, compare the value |xq — 5| and |ys — ys| and the
packet will be send to the larger direction.

Also theoretically the most suitable output selec-
tion function on mesh networks has been proposed by
Badr and Podar[8]. However, this algorithm only s-
tands up on an ideal assumption that all channels are
utilized equally.

3 Load-dependent selection function
(LDSF)

The traditional output selection functions described
in Section 2 have a possibility to send a packet to a
congested direction even if there exist plural free out-
put channels. This comes from that traditional out-
put selection functions take no thought of the network
congestion situation. In practice, the hot spot con-
gestion is sometimes generated even when many free
channels exist in the network simultaneously. To ad-
dress this problem, we propose a novel output selection
function “load-dependent selection function(LDSF)”
which avoids the generation of hot spots and bypasses
it to equalize the channel utilization ratio. The LDSF
can choose the output channel depending on the status
of network.

Although there are a lot of methods to recognize
the network congestion situation, it is hard to collect
congestion information at each node and send to one
centralized node on every clock cycle in practice. So,
the LDSF will grasp the congestion information locally
only by the utilization ratio of a link during a certain
period.

For this purpose, a counter is provided on each
physical link in a router, and incremented on every
flit transfer. That is, when a packet arrives at the
node whose counter is 0, the counter will be set to
the packet length after the packet is transferred to the

next node (i.e. the tail flit is transferred to the nex-
t node). Also, the counter is decremented at every
clock cycle if there is no packet transfer on its phys-
ical link. If the counter becomes 0, then it is never
decremented any more. On the routing, if there ex-
ist plural available outputs, counters corresponding to
available output links are compared, and the output
link with the smallest counter is selected. Examples
of the LDSF operation on two dimensional torus are
shown in Figure 1 and Figure 2.

In Figure 1, two output directions are available, and
each counter is “120” and “64” respectively. With this
condition, the output direction with counter number
“64” is chosen for routing. When the output direction
is busy(Figure 2), it is not selected even the counter
number is small.
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Figure 1: LDSF on 2D torus(when 2 output channels
are available)
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Figure 2: LDSF on 2D torus(when one output channel
is busy)

Also, the counter is not changed if a packet occu-
pies a series of channels simultaneously and is blocked
under wormhole routing. Thus, the router which holds
this packet can keep the congestion information.

Given that packet length is usually larger than net-
work diameter, this method is an effective approach to
grasp network status.

Structure of a router in modern parallel machine
should be simple for high frequency operation [11],
[12], [13]. However, since the LDSF simply requires
a counter for each physical link, it does not degrade
operation frequency of the router nor much increas-
es the amount of hardware. Also, the LDSF can be
applied to any network topology.

Here we will describe some features of the LDSF.



1. Don’t use the channel which transferred the pack-
et just before (if possible).

2. Routing information (congestion information)
will be vanished in a certain period of time.

3. Counter is necessary for each physical link.

1. will restrain a generation of hot spot and 2. will
exclude unnecessary information of packet which is far
from the router or already reached to its destination,
and preserve the congestion information of its neigh-
boring nodes.

4 LRU selection function

The LDSF can choose an output direction depend-
ing on the congestion of the network unlike tradition-
al output selection functions. However, when packet
length becomes large, a large counter is required for
each link, and the hardware cost may not be negligible.

Here, we propose another output selection func-
tion called “LRU (Least Recently Used) selection func-
tion”. The LRU selection function is a simplified ver-
sion of the LDSF, and thus requires much smaller
hardware than that required in the LDSF.

In the LRU selection function, an output channel
which is least recently used is selected. In this policy,
the traffic is distributed to channels whose utilization
ratio is small, and the similar effect as the LDSF can
be achieved.

Unlike the LDSF which selects the output channel
by the number of transferred flits on each physical link
in a certain period of time, the LRU selection function
chooses the output channel only by the passed time
from the last transferred packet.

The idea of the LRU selection function is the same
as the LRU replacing policy used in virtual memory.
While the LRU replacing policy is used to maximize
the utilization of memory access locality, the LRU se-
lection function is used to exclude a traffic locality and
distribute the traffic uniformly by choosing the least
recently used channel.

5 Performance evaluation

In this section, the performance of the above two
output selection functions (LDSF, LRU selection func-
tion) is evaluated by computer simulation and com-
pared with others (dimension order, random, zigzag
and simple deterministic e-cube routing[14]). Adap-
tive routing used in this simulation is a fully adaptive
routing called *-channel proposed by Duato[1]. A flit-
level simulator written in C++ is developed. Network
size, the number of virtual channels, and packet length
are selected just by changing parameters. Each node
consists of a processor, request queue and the router
which provides bidirectional channels for connecting

with neighboring nodes. A common router which con-
sists of channel buffers, crossbar, link controller, vir-
tual channel controller and their control circuits is as-
sumed.
5.1 Simulation parameters
The destination of a packet is determined by the
traffic pattern in this simulator. Two traffic patterns
are used here:
e uniform
All destination nodes are selected randomly, and
so the traffic is distributed uniformly.
e bit-reversal:
A node with the identifier (ag, a1, -, a,_1) sends
a packet to the node whose identifier is the bit
reversal (a,_1,- -, a1, ag) of the source node.

The following two measures are used for evaluations.

Network latency: Let the time when a node p in-
serts the first flit of a packet into the input buffer be
to, and the time when the tail flit of the packet arrives
at the processor of destination node ¢ be t;. Here, we
call Tiat(p, q) = t1 — to the network latency, which is
commonly used as a measure.

Throughput: Throughput is the maximum amount
of information delivered per time unit. Here, through-
put could be measured in flits per node in each clock
cycle.

Simulation parameters are set as Table 1.

Table 1: Simulation parameters
Simulation time 50,000 clocks (ignore the
first 5,000 clocks)
2D torus or 3D torus
16 x 16 ( 256 nodes) or
32 x 32 (1024 nodes) or
8 x 8 x 8 (512 nodes)

2 (deterministic routing)
3 (adaptive routing)

128 flits (fixed)
wormhole

Network
Network size

The number of
virtual channels
Packet length
Routing method
Flit transfer time | 3 clocks

As shown in the table, three clocks are required
for a flit passes through a router, that is, one clock
for routing, one for transferring the flit from input
channel to output channel through a crossbar, and one
for transferring the flit to the next node respectively.

We ignored the first 5,000 clocks for the evaluation,
since the network is not stable in that period. When
the network is saturated, the execution of simulation
is aborted.

5.1.1 Routing algorithm

Here, we will describe the details of routing algorithms
especially on the usage of virtual channels.



e-cube routing
In e-cube routing on two dimensional torus, a packet

is transferred to the z dimensional direction first and
then the packet will be transferred to the y direction.
In case of torus, two paths with a wrap-around channel
and without it are necessary to avoid deadlock on each
dimention. Thus on the e-cube routing, more than two
virtual channels are required.
*_channel
Duato states a general theorem defining a criteri-
on for deadlock freedom and then uses the theorem
to propose a fully adaptive, profitable, progressive
protocol[1], called *-channel. The theorem states that
by separating virtual channels on a link into restrict-
ed and unrestricted partitions, a fully adaptive routing
can be performed and yet be deadlock-free. This is not
restricted to a particular topology or routing algorith-
m. Cyclic dependencies between channels are allowed,
provided that there exists a connected channel subset
free of cyclic dependencies.

Simple description of *-channel is as follows.

a. Provide that every packet can always find a path
toward its destination whose channels are not in-
volved in cyclic dependencies(escape path).

b. Guarantee that every packet can be send to any
destination node using an escape path and the
other path on which cyclic dependency is broken
by the escape path(fully adaptive path).

By selecting these two routes (escape path and fully
adaptive path) adaptively, deadlock can be prevent-
ed. On torus, more than three virtual channels are
required.

CH CA CF
CH CH
CA CA
CF CF

CH,CA: escape path
CH CA CF CF: fully adaptive path

Figure 3: Virtual channels required by *-channel on
2D torus.

In the simulation, three virtual channels are pro-
vided on each physical link as shown in Figure 3. In
Figure 3, two virtual channels (CA and CH) are used
for e-cube routing and these channels provide escape
path. A virtual channel CF is used for fully adaptive
routing. Figure 3 shows an example on two dimen-
sional torus, but this can be applied on any type of
k-ary n-cube.

5.2 Uniform traffic

Figure 4, 5 and 6 show simulation results under

uniform traffic on 2D torus(16 x 16, 32 x 32) and 3D

torus (8 x 8 x 8) respectively.
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Figure 4: Uniform traffic (16x16 2D torus)
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Figure 5: Uniform traffic (32x32 2D torus)
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Figure 6: Uniform traffic (8x8x8 3D torus)

Each figure contains a simulation result of de-
terministic routing only for comparison with adap-
tive routing. It is quite obvious that adaptive rout-
ing greatly improves the performance especially when
throughput grows higher. *-channel is a minimal
adaptive routing so there is no difference in the num-
ber of hops between these two routing algorithms, but
*_channel can use virtual channels effectively thus im-
proves the performance.

From Figure 4, 5 and 6, it appears that the LRU
selection function and the LDSF achieve only small im-
provement compared with other output selection func-
tions. This is because the traffic is well distributed un-
der uniform traffic and thus output selection function
won’t much effect the performance. However, traf-
fic congestion sometimes occurs and this causes limit-



ed performance improvement. Thus, the improvement
tends to grow with larger size and dimension.

Both the LDSF and the LRU selection function-
s cannot perfectly grasp a congestion information on
the network, and it is shown that under well balanced
traffic, simple output selection function like the LRU
selection function achieves higher performance than
the LDSF.

5.3 Bit reversal traffic
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Figure 7: Bit reversal traffic (16x16 2D torus)
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Figure 8: Bit reversal traffic (32x32 2D torus)
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Figure 9: Bit reversal traffic (8x8x8 3D torus)

Figure 7, 8 and 9 show simulation results with the
bit reversal traffic. The latency of dimension order se-
lection function drastically increases under heavy traf-
fic while others are moderately increased. This shows
that the difference of output selection function greatly
affects the performance. For example, a throughput
under dimension order selection function shows twice

as that of the deterministic routing while the LDSF
shows three times as shown in Figure 9.

The LDSF guesses the network status by counting
the number of transferred flits. On the other hand, the
LRU selection function guesses by counting a passing
time since the last flit has transfered. From these sim-
ulation results, though the LRU selection function is
shown to be effective enough, the LDSF will become
advantageous on large dimension networks and under
non-uniform traffic.

5.4 Channel utilization characteristics

Here, channel utilization characteristics are evalu-
ated.
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Figure 12: Peak channel util. for the LRU

Figure 10, 11 and 12 show the channel utilization
characteristics for output selection functions. Three
output selection functions (dimension order, LDSF,
LRU) are choosen for the evaluation. These figures
depict the case of 16 x 16 2D torus. The throughput
is 0.18 and the bit reversal traffic is used (The perfor-
mance evaluation under this assumption is shown in
Figure 7).



The z-axis represents the peak channel utilization,
while the z-axis and y-axis show the relative position
of each channel in the network. The “peak channel
utilization” is the maximum channel utilization value
on each channel, which is calculated on every 1,000
clocks. If the output selection function can distribute
the network traffic equally, the peak channel utiliza-
tion on each node will be reduced.

As shown in Figure 10, 11 and 12, it is shown that
both the LDSF and LRU obviously reduce and equal-
ize the peak channel utilization compared with dimen-
sion order.

6 Conclusion

Two output selection functions, the LDSF and LRU
selection function which choose the output direction
depending on the status of network are proposed.

Both the proposed output selection functions can
be used on any type of network topology and traffic
pattern. From the simulation result, it is shown that
they improved the performance especially in the case
of large network size and dimension up to 30%. Also,
they are especially effective with non-uniform traffic
and larger network size.

Though the LRU selection function requires small
hardware, it shows notable performance improvemen-
t. However, the LDSF is advantageous when a large
dimension (more than three) network is used or traffic
becomes heavy.

We plan to extend our instruction level simulator
[15] to examine proposed output selection functions
using realistic traffic patterns.
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